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Introduction

The sun has been our primary light source since millions of years. In the course
of time, other sources of light have been developed to enlighten places were the
sun cannot reach or at times after sunset. Probably the very first application of a
light source beyond enlightening dark moments was the use of fire as a means of
communication. Nowadays, light has found applications in signalling devices, elec-
tronic multimedia devices, telecom communications and medical applications and
has become a part of everyday life.

Light has intrigued researchers for centuries. It has been the object of investigation
and finally led to the realization of the wave-particle duality of light by Einstein
in the early 1900’s. Light-matter interaction has provided great insight into the
properties of light and matter itself. In the field of atomic and molecular physics,
the field of research that we are concerned with in this thesis, light has been a very
important tool in the investigation of the structure and dynamics of atoms and
molecules.

A enormous variety of light sources has been used, that varied in wavelength, inten-
sity, power and pulse duration. Different part of the electromagnetic spectrum can
be used to investigate different structural properties of matter. Insight into the rota-
tional and vibrational spectra of atoms and molecules can for example be obtained
using absorption of light in the microwave and infrared regime [1, 2]. Whereas ul-
traviolet/visible light absorption spectroscopy is often used in analytical chemistry
for a quantitative determination of chemical components [3]. Structural studies of
matter based on diffraction, requires that the wavelength of the light is is smaller
than the object under investigation and has motivated the development of sources
with wavelengths in the X-ray regime to study atomic structure. In 1947, the first
radiation from a synchrotron source was reported and nowadays these sources, with
variable wavelengths from the extreme-ultraviolet (XUV) to the X-ray regime are
used to investigate the spatial, electronic and magnetic structure of matter.

In 1960 the laser (light amplification by stimulated emission) was invented [4, 5] and
50 years later, we can state that lasers are a vital tool in many areas of fundamental
and applied research. A major step forward for the study of light-matter interaction
has been the development of pulsed laser sources. Shortly after the demonstration
of the first continuous laser, lasers with nanosecond (1 ns = 1079 s) pulse durations
were developed. Nature could now be studied directly on the timescales of these fast
laser pulses. Further advances came with the generation of picosecond (10 ~12 )
and femtosecond (10 ~15 ) pulses laser pulses, based on mode-locking techniques.
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These lasers with pulse durations on the time-scale of the rotations and vibrations
of molecules have made it possible to study these dynamics in real-time. One finds
an analogy to photography of fast-moving objects, where the shutter time should
be on the time-scale of the movement of the photographed object to avoid a blurred
image.

In parallel with shortening the laser pulse durations to the femtosecond time-
domain, amplifiers were developed that increased the laser intensity. In 1986 Ti:Sa
was introduced as a lasing medium [6], with wavelengths in the infrared regime
(IR). This increased the laser intensities to levels where the field strength becomes
comparable to the Coulomb field of the ion that is felt by electrons. The interaction
of these strong laser fields with atoms gives rise to novel physical phenomena.
Advancing the limits of light sources has in the past opened up new research areas
in atomic, molecular and the condensed matter sciences. In the past decade three
novel light sources have been developed that opened up new exciting research di-
rections in atomic and molecular physics.

First, continuous shortening of femtosecond IR laser pulses led to the generation of
few-cycle IR pulses. The carrier-envelope-phase, which is the difference between the
phase of the fast oscillating electric field called the carrier wave and the envelope
position, now becomes an important parameter in the light-matter interaction [7].
Second, the non-linear interaction of atoms with strong laser fields has led to the
generation of light pulses based on high harmonic generation (HHG). These HHG
sources offer tablet-top extreme-ultraviolet laser pulses with pulse durations that
are in the attosecond (107!® s) time-domain [8]. Third, going from lab-scale to
facility-scale lasers, accelerator based free electron lasers with wavelengths in the
XUV to X-ray regime offer unprecedented intensities at these wavelengths. In this
thesis, these three novel light sources have been used to study the structure and
dynamics of diatomic molecules.

1.1 High-intensity infrared femtosecond lasers

The ionization mechanism of atoms using high-intensity lasers, with a photon energy
that is lower than the ionization potential I, of the target atom, is markedly differ-
ent from the explanation of the photoelectric effect described by Einstein in 1905.
For high-intensity lasers, the field strength becomes comparable to the ion Coulomb
field and ionization occurs via the absorption of multiple photons (multi-photon ion-
ization). In a classical picture, the ionization occurs via a ’vertical’ transition of the
electron from the potential well into the continuum and is most conveniently de-
scribed in the frequency domain. Under certain conditions, multiphoton ionization
is more conveniently described in the time-domain and the multiphoton ionization
looks like a tunneling of the electron through a potential energy barrier, that is
formed by the distortion of the Coulomb field by the oscillating electric field of the
laser. The potential energy barrier is considered to be static during the time the
electron tunnels through the barrier. The distinction between these two pictures is

Ip — ligser
50 where U, = =5

(with e=m=nh=1 in atomic units) is the ponderomotive energy of an electron in an

conveniently indicated by the Keldysh parameter: v =
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Figure 1.1: a) Photoelectron spectrum of xenon for ionization with a short infrared
laser pulse (120 fs, 800 nm) at an intensity of 1.51 x 104 W/cm?. Figure is taken
from P. Hansch et al. [11]. There are clearly two parts in the spectrum. First, there
is a rapid decrease of the photoelectron peak intensities with kinetic energy, due to
direct tunneling (i.e. no return of the electron to the nucleus) and second, there is
a plateau region where the intensity of the peaks varies less rapidly and extends to
~ 10 U,. b) High harmonic spectrum generated in neon with an infrared laser (800
nm, 125 fs) at an intensity of 1.3 x 10*® W/cm?. Figure is taken from J.J. Macklin
et al.[12]. The first increase is due to the response of the grating of the detector.
The decrease at higher harmonics is due to the harmonic cutoff and extends up to
the 111" harmonic.

oscillating field [9]. For v < 1 a quasi-static picture of the ionization mechanism,
in which the electron tunnels through the barrier, is more applicable. Whereas for
7 > 1 the ionization mechanism is more accurately described by a ’vertical’ transi-
tion of the electron to the continuum.

If the target atom absorbs more photons than necessary to promote an electron to
the continuum, a photoelectron spectrum is observed that contains a series of peaks
that are separated by the photon energy. This has been called above-threshold ion-
ization (ATI) and an ATI spectrum is shown in Figure 1.1a [10]. The maximum
kinetic energy that an electron can gain from the laser field is 2 U, and the intensity
of the photoelectron peaks decreases rapidly in this regime.

Once the electron has entered the continuum following multi-photon ionization,
various types of laser-mediated electron-ion interactions can occur that lead to the
observation of a variety of phenomena. A semiclassical three-step model has been
highly successful in providing an intuitive description of the various interactions
that can occur [13]. In the first step of this model, the electron is tunnel-ionized by
the laser field and is subsequently accelerated away from the ion by the oscillating
field (second step). When the electron returns to the vicinity of the ion core, it
can interact with the parent ion and can either scatter elastically, inelastically or
recombine with the parent ion (third step). The three-step model is illustrated in
Figure 1.2a for recombination of the electron.

Elastic scattering of the continuum electron with the parent ion, mediated by the
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oscillating laser field, leads to the observation of a plateau in the photoelectron
spectrum that spans from Ej = 2 to 10 U, [14]. This is also observed in the ATI
spectrum of xenon that is shown in Figure 1.1a. Inelastic scattering of the contin-
uum electron can promote a bound electron to the continuum, ionizing the parent
ion. This is known as non-sequential double ionization (NSDI) and is the mecha-
nism responsible for the unexpected high ionization rates of multiply charged atoms
at high laser intensities [15].

In 1987, the first observation of a third type of electron-ion interaction was made.
The interaction of an intense laser pulse with a gaseous medium (Figure 1.2b) led
to the observation of a photon spectrum that consists of the high-order harmonics
of the frequency of the driving laser and has been called high harmonic generation
[16, 17]. A high harmonic spectrum, taken in neon is shown in Figure 1.1b. The
emission of high-order harmonics can be understood as the result of the the recom-
bination of the electron with the parent ion. This process is illustrated in Figure
1.2a. The recombination process takes place during a fraction of the optical cycle of
the driving IR laser (7 = 2.5 fs) and the emission is in the attosecond time-domain
8]

From the semiclassical model, effects of the intensity and frequency on the described
strong-field phenomena can be interpreted. Effects of the pulse duration have been
observed in above-threshold ionization [18] and high harmonic generation [19] and
become increasingly important for pulse durations that enter the few-cycle regime.

‘Waveform-controlled few-cycle IR pulses

In the past three decades considerable progress has been made in shortening the
pulse durations of femtosecond IR pulses to the few-cycle regime [20-22]. The elec-
tric field of few-cycle pulses is influenced by a shift of the carrier wave with respect
to the pulse envelope and the carrier-envelope-phase (CEP) becomes important in
characterizing the laser field (Fig. 1.3a). In 2001 stabilization of the carrier-envelope
phase of femtosecond oscillators [23] was demonstrated and was extended to ampli-
fiers in 2003 [24]. Control over the waveform of few-cycle pulses has been a major
step forward in studying effects of the instantaneous electric field on strong-field
phenomena [7].

The control over the CEP can now be used as an additional parameter in light-
matter interaction with few-cycle IR pulses. For example, ionization is predicted to
have a non-linear dependence on the field strength [25] and to occur at the maxima
of the electric field. As such, the ionization yield is predicted to increase in a step-
wise manner as a function of time. As the electric field is influenced by a shift of the
CEP, phase effects are expected to be observed in the time-dependent ionization of
atoms by few-cycle pulses [7]. The step-wise increase in the ionization has indeed
experimentally observed [26].

This non-linear dependence of the ionization on the electric field strength is ex-
ploited in the ’attoscond double-slit experiment’ [27]. Depending on the CEP either
one or two half-cycles contributed to the photoemission in xenon atoms. Interference
of electrons ionized at a similar vector potential during two consecutive half-cycles,
led to the observation of interference fringes in the photoelectron spectrum. These
short bursts of ionization can be viewed as the temporal slits in the famous double-
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Figure 1.2: a) Semiclassical three-step model for high harmonic generation. (1)
Tunnel ionization through the potential barrier releases an electron in the contin-
uum. Following acceleration by the laser field (2), the electron can return to the
vicinity of the parent ion. (3) Recombination of the electron with the ion leads
to the emission of light that are the higher order harmonics of the driver laser. b)
Schematic illustration of an experimental setup for HHG in a gaseous medium using
an intense laser field. ¢) HHG with a multicycle driver laser (red line) results in the
generation of an attosecond pulse train (APT).

slit experiment.

In addition to interference effects in the above-threshold-ionization spectra [28],
effects of the CEP can be observed in the cut-off energy in the photoelectron spec-
tra [29]. This can be related to the maximum energy the electron can gain in the
continuum between ionization and recollision and after recollision, as a function of
the CEP. In HHG, the energy of the re-colliding electron is mapped onto the energy
of the emitted photons. The phase that the electron acquires in the continuum is
responsible for the harmonic emission and is strongly dependent on intensity [30]
and likewise the CEP. HHG is predicted to depend on the CEP [31] and indeed
has experimentally been observed in the cut-off part of the high harmonic spectrum
(32, 33].

CEP effects in light-matter interaction have first been reported for atoms [7] and
then extended to molecules in 2006 [34]. Dy molecules were ionized by few-cycle
CEP-stabilized IR pulses. Recollision excitation by the continuum electron led to
the dissociation of D molecules, forming D* + D fragments with a high kinetic
energy (Er ~ 3-10 eV). It was observed that the remaining electron in the D;’
molecule could be steered, as a function of CEP, to either the ’left’ or 'right’ DT ion
with respect to the laser polarization. This was observed as an asymmetric ejec-
tion of DT fragment ions in the laboratory frame (Fig. 1.3b). Such an asymmetric
ejection of DT fragments requires a breaking of the symmetry of the electron lo-
calization in the dissociating D;‘ molecule. This symmetry breaking is provided by
the asymmetric electric field of the few-cycle IR pulse. The IR-field forms a coher-
ent superposition of the 'gerade’ and ungerade’ electronic states of the dissociating
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the DT fragments.

parameter = and is plotted as a function of ¢ and the kinetic energy of

molecular ion, which localizes the electron on the ’left’ or 'right’ nucleus depending
on the CEP.

1.2 Extreme ultraviolet radiation generated by
high harmonic generation

After the discovery of HHG it was soon realized that it can potentially form a very
powerful new light source. Femtosecond laser based HHG sources provide light with
photon energies in the extreme-ultraviolet to soft X-ray regime [35] with spatial and
temporal coherence, owing to the nature of the generation process. As such they
can be a table-top light source with excellent peak brilliance and photon energies
that traditionally have only been available at large scale synchrotron light sources.
Moreover, it provides a light source with pulse durations in the attosecond time-
domain [8]. In case of a multi-cycle laser pulse, the HHG takes place twice per
optical cycle and results in the generation of an attosecond pulse train [8] (Fig
1.2c). Conversely an isolated attosecond pulse can be generating by limiting the
HHG process to only one half-cycle in the laser pulse. The harmonic emission is
dependent on the return and recombination of the continuum electron with the
parent ion, which can be controlled by the ellipticity of the driving laser pulse.
Isolated attosecond pulsed can be generated by making use of a time-dependent
ellipticity of the laser pulse to suppress the harmonic emission to only one event
and has been termed polarization gating [36].
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XUV pulses generated by HHG for studying molecular structure and
dynamics

The short pulse duration of the XUV pulses generated by HHG can be used in
time-resolved studies of the dynamics of atoms and molecules that take place on
the femtosecond time-scale. The foundations of time-resolved studies of molecular
dynamics are in the area of femtochemistry and Achmed Zewail received the Nobel
Prize in chemistry for his contribution to this field in 1999 [37]. The study of atomic
and molecular motions on these ultrafast timescales requires the configuration of a
pump-probe set-up, in which one pulse (pump) initiates the dynamics under inves-
tigation and a second time-delayed pulse (probe) measures it. In femtochemistry,
an absorption spectrum is measured that serves as a fingerprint of the intermediate
products that are involved in a chemical reaction [37].

The XUV /soft X-ray pulses generated by HHG with pulse durations down to the
attosecond time-domain can be used in experiments that are complementary to the
femtochemistry methods. These methods are based on the measurement of the
products that are the result from a photodissociative ionization reaction (ions or
electrons). The measurement of the ion products can elucidate the dynamics of pho-
todissociation reactions and the transient species that are involved. For example,
the delay-dependent kinetic energy distribution of ion fragments, measured using
XUV /soft X-ray femtosecond pump-probe spectroscopy, gave insight into the dy-
namics of molecular ion dissociation [38] or the fastest molecular vibrations of Hy
[39].

The measurement of the photoelectron kinetic energy is used in time-resolved fem-
tosecond photoelectron spectroscopy (TRPES) and follows the electronic distribu-
tions that accompany the nuclear dynamics. Early TRPES experiments, using light
in the visible wavelength regime, have for example shown that the dissociation of
(NO)7 is likely to proceed via a two-step mechanism, not revealed in time-resolved
studies of the photoion fragments [40].

HHG light sources now allow to extend time-resolved photoelectron spectroscopy
to the XUV /soft X-ray regime. First results include the study of the dissociation
of neutral Bro molecules, initiated by a photoexcitation process with visible light.
Time-resolved soft X-ray photoelectron spectroscopy revealed an extremely fast dis-
sociation time of 40 femtosecond [41]. It demonstrated that the femtosecond soft
X-ray pulses are sensitive to a changing electron distribution, accompanying the
dissociating molecule and that is reflected in a delay-dependent photoelectron spec-
trum. This technique has been extended to chemical reactions taking place at the
surface [42].

Attosecond time-resolved studies of electron dynamics

The short pulse duration of these XUV light pulses have proven their use in the
study of molecular dynamics using time-resolved photoion or photoelectron spec-
troscopy. The pulse duration of these laser pulses is on the time-scale of the motion
of electrons and can be used to study electron dynamics in real-time. Attosecond
spectroscopy strives to develop techniques to follow the electron motion on its nat-
ural timescale. Excited by this prospect, the development of attosecond pulses has
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opened up a new research field encompassing the dynamics of electrons in atoms,
molecules and condensed matter [43].

Following the example set by the femtochemistry, one would try to use a pump-
probe set-up, with attosecond XUV pump and probe pulses. However, the low
cross-section for two photon XUV absorption, combined with the low intensity of
the HHG sources make such experiments extremely difficult. Attosecond resolution
can still be obtained by using a pair of IR and XUV pulses, where the XUV pulse
is synchronized with the oscillations of the intense IR field. This synchronization
provides a natural sub-femtosecond clock for all processes that are sensitive to the
oscillations of the electric field and not only to the pulse envelope. Given that the
IR field strength changes by several V/m in a matter of a femtosecond, most of
the IR-field induced processes are very sensitive to the oscillations of the IR electric
field.

For example, attosecond streaking uses the relation between the electron momen-
tum at the detector and the phase of the IR optical cycle at which the electron
enters the continuum [44]. It has been used to map out the electric field of a
waveform-controlled few-cycle pulse [45]and measure photoemission in atoms [46]
and in condensed matter [47] in a time-resolved way.

Conversely, one can measure the transmitted photons, similar to the femtochemistry
experiments. In attosecond transient absorption spectroscopy a delay-dependent
XUV absorption spectrum is measured, which reflects the evolution of the elec-
tronic wavepacket. This method has successfully characterized coherence between
different electronic states of the ion, produced by strong-field ionization, and mea-
sured the real-time motion of valence electrons in Kr [48].

Another method exploits the high non-linearity of the ionization process by intense
IR laser pulses. Theory predicts that the ionization is confined to sub-femtosecond
intervals centered at the peaks of the oscillating IR field [25] and this has also ex-
perimentally been observed [26]. The sub-femtosecond duration of the ionization
process can thus be used as the starting trigger for a wide range of dynamics, which
can be probed by a synchronized attosecond XUV pulse.

A major part of these attosecond experiments have been performed in atoms [43].
The relevancy of an attosecond timescale to the molecular physics is inferred from
the fact that the interactions of molecules with incident light is of electronic na-
ture. Interaction of a molecule with incident light can promote the molecule to
excited electronic states, where the subsequent nuclear dynamics takes place on a
femtosecond timescale, which can be probed with time-resolved XUV /soft X-ray
photoelectron or photoion spectroscopy. The presence of an attosecond time-scale
in large biomolecules has theoretically been predicted. The rearrangement of elec-
trons following excitation by an attosecond light pulse was found to take place on
a sub-femtosecond timescale [49].

The first experimental observation of attosecond electron dynamics in molecules
was presented in 2010. Electron localization in dissociating D;r molecules could be
probed with attosecond precision by measuring laboratory frame asymmetries in
the ejection of DT ions, reflecting the localization of the electron [50].
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1.3 Extreme Ultra-violet/X-ray Free Electron
Lasers

Accelerator based free electron lasers (FELS) are being built on various locations in
the world, amongst which are the LCLS in the USA, the SCSS in Japan and the
XFEL in Germany. These FELs are based on self-amplified spontaneous emission
(SASE) of free electrons with relativistic energies (Figure 1.4a). They generate
coherent light with femtosecond pulse durations and photon energies in the XUV
to the hard X-ray regime [51, 52]. Light at these energies has, until the operation
of X-ray FELS, only been available at synchrotrons. However, the FELs offer much
higher intensity and shorter pulse durations.

The combination of the short pulse duration with the high photon flux of the FEL
allows one to reach unprecedented light intensities in this wavelength regime. One
of the research interests using these FELs, is to investigate the aforementioned
strong-field ionization mechanisms in the XUV /X-ray regime and thereby testing
the validity of the Keldysh parameter for strong-field processes at these wavelengths
[63-55].

Structural studies using photon diffraction

One of the motivations for the construction of these XUV /X-ray FELs is the
prospect of performing structural studies of matter. Insight into the structure
of matter on the atomic scale has mainly been obtained by X-ray diffraction of
homogeneous crystalline samples by synchrotron sources or lab-scale X-ray tubes.
The regular arrangement of the atoms in a crystalline sample allows for coherent
addition of the scattered photons, reducing the X-ray flux required to measure a
high-resolution diffraction pattern.

Structural determination has been severely limited for samples that cannot be crys-
tallized, like bio-molecules, requiring many photons to record a high resolution
diffraction pattern. Photon absorption causes sample damage, which forms a major
problem in the structural determination. The Absorption of a photon results in the
creation of a hole in a deep-lying orbital and the electronically unstable ion will
relax through fluorescence or Auger processes, inducing movement in the sample,
thereby limiting the time in which a diffraction pattern can be recorded.

X-ray FELs potentially offer photon fluxes within a short pulse duration that allows
one to record a high resolution diffraction pattern before the sample is destroyed.
This has been confirmed by simulations of femtosecond X-ray scattering on single
protein molecules [58]. Experimental proof-of-principle was given by the measure-
ment of a single-shot diffraction pattern of a micro-meter sized object at the free
electron laser in Hamburg (FLASH) at a wavelength of 32 nm [59]. Meanwhile, the
first diffraction experiment on nanocrystals of a membrane protein was performed
at the LCLS in Stanford and the single-shot diffraction patterns contain structural
information of the protein complex [60]. This experimental proof is a major step
forward for the determination of bio-molecules, which otherwise would have been
inaccessible.



Chapter 1. Introduction

a b Detector
Electron “Q Undulator (ed wave
source and Electron trap SG?“?

accelerator

e . hw
Undulator Light beam

entrance

Micro g
bunching| @ ¢ ©
Saturation

Spherical wavefronts

Figure 1.4: a) Schematic illustration of the free electron laser in Hamburg (FLASH).
Pulses of electrons are accelerated by an accelerator to velocities close to the speed
of light and enter the undulator which has an alternating magnetic structure. The
time-evolution of the electron beam is numerically simulated as a function of the
propagation distance in the undulator. The result of the simulation is shown in the
three panels under the undulator structure. The interaction between the electrons
and the spontaneously emitted radiation by the electrons will cause a microbunching
of the electrons into slices that are shorter than the wavelength of the light. The
electrons within a microbunch will radiate like a single particle of high charge,
generating light with temporal and spatial coherence [56].

b) Schematic illustration of the principle of electron holography [57]. Ionization by
a light pulse emits an electron from one of the atoms, which now acts as a source of
electron waves with spherical wavefronts. There are two possible pathways towards
the detector, an undistorted reference wave and a wave that is scattered by a second
atom. The phase difference A¢ between the waves results in the measurement of
an interference pattern that reflects the internuclear distance between the emitting
and scattering atom.

Following molecular dynamics using photoelectron diffraction

The cross-section for diffraction of photons with a swavelength of 1 A is about 10
times smaller than the photoabsorption cross-section [58]. The larger cross-section
for photoabsorption, which induces sample damage, can actually be used to the
experimentalist’s advantage, by using diffraction by the photoelectrons.

This principle of 'illuminating the molecule from within’ was demonstrated by Lan-
ders et al. in 2001 [61]. In the experiment, the angle-resolved momentum dis-
tribution of coreshell ionized electrons, using a synchroton light source, showed a
modulation in the angular distribution, related to the diffraction of the photoelec-
trons on one of the atomic nuclei. This principle of electron holography, illustrated
in Figure 1.4b, van be used to follow molecular dynamics in real-time by extending
the experiment of Landers et al., using a continuous light source, to the femtosecond
X-ray FELs [57]. This method potentially provides a major advantage over fem-
tochemistry techniques as it does not rely on the interpretation of the absorption
spectrum and comparison to simulations.
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An important prerequisite of diffraction experiments on molecules is that the exper-
iment is performed in the molecular frame (the photoelectron angular distribution
is measured in a frame that is defined by the orientation of the molecule). In the
experiment by Landers et al. [61] the ion fragments resulting from dissociation and
the diffracted electrons were recorded in coincidence. The molecular frame in the
reaction microscopes is determined by the ejection direction of the ion fragments,
provided that the axial recoil approximation is valid. The disadvantage of these re-
action microscopes [62] is that they are limited to channels that dissociate. Another
drawback is that the count rates are limited to less than one count per laser shot
to completely kinematically resolve the system.

An attractive alternative method is the velocity map imaging spectrometer (VMIs)
[63], which measures the angular resolved momentum distribution of either elec-
trons or ions. VMIs offers a 100% collection efficiency and therefore makes optimal
use of the high photon flux of the FELs. Measuring the photoelectron distribution
in the molecular frame can be realized by aligning the molecules in the laboratory
frame using impulsive [64] or adiabatic alignment by a synchronized laser pulse and
recording the photoelectron angular distribution using VMIs.

1.4 Outline of this thesis

The research described in this thesis is strongly motivated by the prospect of mak-
ing progress in the study of molecular dynamics. The aim of this thesis was to
explore methods that bring new insight into the electronic and nuclear dynamics of
molecules, using the novel light sources described here. The experiments presented
in this thesis have either provided new insights into molecular dynamics were an
important step in developing methods that realize this goal.

The goal of the first part of this thesis was to explore the use of XUV pulses
generated by HHG in probing nuclear and electron dynamics in molecules. First,
the elements that are needed to configure a stable attosecond XUV-femtosecond IR
pump-probe set-up are described in chapter 2. The experimental set-up at AMOLF
in Amsterdam is described in detail, together with the tailored velocity map imaging
spectrometer that is used in the experiments described in Chapter 4 and 6.

In chapter 3 we used XUV light pulses generated by HHG or the fundamental or
second harmonic of a Ti:Sapphire laser, to directly probe the sign of the permanent
dipole moment of NO molecules. The experiment eliminated a possible error in
the sign of the NO dipole moment as the cause of a long-standing sign discrepancy
between experimental and theoretical results in collision experiments of NO with
other atoms or molecules. The experiment was my first encounter with generating
XUV light pulses by HHG and I am very satisfied with the result. In addition, the
experiment was a combination of techniques to orient molecules in the laboratory
frame and of short laser pulses to probe this orientation. Such a combination of
aligning and orienting molecules in the laboratory frame with short light pulses is a
prerequisite in experiments where structural and dynamical information is obtained
by ’illuminating the molecule from within’, as described in the section concerning
free electron lasers.

The interest in HHG as a source of XUV light pulses is also motivated by the
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attosecond pulse durations of these sources, which are on the timescale at which elec-
tron motion takes place. A major part of attosecond experiments have elucidated
electron dynamics in atoms. In chapter 4 we explore the application of attosecond
light pulses as a probe for electron dynamics in molecules. As mentioned previously,
XUV - XUV attosecond pump-probe experiments are extremely challenging due to
the low intensity of HHG sources. Therefore, as a proof-of-principle, we induced a
time-dependent polarization in O2 molecules by a moderately strong IR laser field
and ionized these polarized Oy molecules by an XUV attosecond pulse train. The
fragment ion yield and angular distributions were found to depend on the phase
of the IR field at the time of the XUV + IR ionization. The observations are un-
derstood in terms of an IR-field induced coupling between electronic states in the
molecular ion. The experiment shows that dissociative ionization by the APT is
sensitive to a time-dependent polarization induced by the IR field and that attosec-
ond pulses can be used to probe these dynamics. The explanation of the observed
dynamics in terms of a simplified model of the molecule provided an intuitive view
of the dynamics. Unfortunately, dynamical models to completely describe the Oq
molecules are still under development and to our disappointment could not be in-
cluded yet in the interpretation of the results. The analysis of the experimental data
illustrated for us the challenges one encounters in an attempt to provide a complete
description of the observed dynamics in slightly more complex molecules than Hs,
such as Os.

The experiment was performed at the new attosecond pump-probe setup at AMOLF,
described in chapter 2. This result was one of the first that have been obtained at
this setup and the high quality of the experimental data was therefore very satisfying
and demonstrated the potential of our experimental setup.

A unique facility is the soft X-ray free electron laser in Hamburg (FLASH). In
chapter 5 we describe the first velocity map imaging (VMI) experiment at FLASH,
where we used FLASH to ionize a range of rare gas atoms and small molecules.
The experiment was an important step in developing a novel method that uses
free electron lasers to study molecular dynamics by recording the photoelectron
angular distributions of aligned molecules. The experiment was a necessary step to
implement the VMIs at FLASH and has led to experiments where FLASH was used
to probe the time-dependent alignment of CO5 molecules [65] and the dissociation
of aligned Brs molecules. The uniqueness of a facility such as FLASH combined
with exploring a novel method to directly probe molecular dynamics, made the
long hours of beamtime at FLASH a rewarding experience. Although experimental
proof of the use of FLASH in probing molecular dynamics based on diffraction by
photoelectrons has yet to come, we think that this is a promising method in directly
probing the motion of the atomic nuclei.

Gaining insight into molecular dynamics does not always require the config-
uration of a pump-probe setup. The control over the waveform of few-cycle IR
pulses has led to the observation of sub-cycle effects in the interaction of light with
atoms and molecules. In chapter 6 we used CEP-stabilized few-cycle pulses to
study electron localization in the dissociative ionization of Hy and D5 molecules.
The experiment was an extension of the pioneering work presented in [34], which is
described in section 1.1. To gain a qualitative understanding of the experimental
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results we performed numerical simulations of the dissociation of the molecular ion
in the presence of the few-cycle IR pulse. A semiclassical model was developed
that allowed us to include the electron-electron interaction, leading to excitation of
the molecular ion, in the numerical calculations. I am particularly excited about
this chapter, as the experiments were performed at a unique experimental setup in
Milano and the combination of the experimental results, the numerical simulations
and the semiclassical model provided a fantastic playground for me to gain insight
into the physics of recollision electron dynamics.
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Experimental techniques for
XUV-IR pump-probe
experiments

Since the first observation of attosecond pulses in 2001 [8], the physics community
has been excited about the prospect of following electronic processes in atoms,
molecules and solids on the relevant time-scales. Attosecond science is a very
rapidly developing research areas and has studied electronic processes in atoms [46],
molecules [50] and solids [47]. The aim of this chapter is to describe the techniques
that are used by experimentalists to configure successful attosecond experiments.
These methods are found in attosecond laboratories around the world. Emphasis is
put to the attosecond laboratory at the AMOLF-institute, at which the results of
chapter 4 were obtained.

2.1 Introduction

Measuring time-resolved dynamics in atoms, molecules and solids requires the con-
figuration of a set-up in which two laser pulses initiate (pump pulse) and detect
(probe pulse) dynamics, similar to the pump-probe setups that have in the past been
successfully applied in femtochemistry experiments [37]. Measuring time-resolved
electron dynamics requires one to extend these approaches to the domain of the
atomic unit of time, i.e. the attosecond domain (1 a.u. = 24 as). This requires the
availability of novel light sources capable of generating pulses in the attosecond do-
main, and imposes very stringent requirements on the stability of the experimental
setups involved. Time-resolved applications of attosecond laser pulses have so far
been limited to two-color experiments, where the attosecond laser pulses are used
either in the pump or probe step, and where attosecond time-resolution is achieved
by using the optical cycle of a near-infrared (near-IR) laser as a clock. This clock
has been based on the sub-cycle dependence of strong-field ionization rates [26] and
on sub-cycle dependent acceleration of continuum electrons (so-called ’streaking’)
(66, 67].

First the essential elements, that are part of an attosecond XUV-IR setup, are de-
scribed. As an illustration, a detailed description of the attosecond pump-probe
setup at the FOM Institute AMOLF in Amsterdam is given (see Figure 2.1). The
starting point of every attosecond experiment is an intense femtosecond (1 fs =
1071% s) near-IR or IR laser pulse. This laser pulse is either used directly to drive a
high-harmonic generation (HHG) process in order to generate the attosecond (1 as
= 107! s) pulses, or first tailored to meet special needs for the generation of, for
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XUV

Ti:Sa laser

Figure 2.1: The attosecond pump-probe setup at AMOLF. The output of the Ti:Sa
laser is split into the two arms of a Mach-Zehnder interferometer. In one arm the
laser is focused into a HHG gas cell and recombined with the other arm in the
recombination chamber (RC) after filtering out the fundamental and low order har-
monics. The beams are collinearly focused by a toroidal mirror into the center of
a velocity-map imaging spectrometer (VMIS), where charged particles arising from
interaction with the two laser pulses are detected on a two-dimensional detector.
After the VMIS a XUV spectrometer is connected to monitor the harmonic spec-
trum. b) An example of a recorded velocity map image is shown for photoelectrons
from ionization of Ar atoms with HHG radiation generated in Ar. The rings cor-
respond to the different harmonic orders. The image was recorded in 5 s using
15000 laser shots. The 3D photoelectron velocity distribution can be reconstructed
from the measured image by an Abel inversion. A slice through this distribution is
shown in (c¢). A typical XUV spectrum from HHG in Ar measured with the XUV
spectrometer is shown in (a).
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example, tailored attosecond pulse trains or isolated attosecond pulses. Successful
attosecond experiments require that the XUV pulse is recombined and locked with
an IR pulse with interferometric stability. Most experiments rely on the detection
of charged particles (electrons and ions) resulting from the interaction of the tar-
get under investigation with the two pulses, and different choices can be made in
the type of detector that is applied. The majority of the experiments up to date
have been carried out in gas-phase targets in a molecular beam or at the exit of
a gas-jet. A smaller number of experiments have been performed with solid-state
targets, which often calls for a different detector approach. Recently, several groups
have reported on all-optical experiments in which one measures two-colour absorp-
tion or enhancement of the harmonic spectrum. For these experiments an XUV
spectrometer is a necessary tool, which in many labs also functions as a convenient
diagnostic to monitor the XUV spectrum. The components described above will
now be discussed in more detail.

2.2 Femtosecond driver laser

With very few exceptions, attosecond experiments depend on amplified Ti:Sapphire
femtosecond lasers as the driver light-source since in order to efficiently drive the
HHG process, laser pulse energies on the order of a milli-Joule (mJ) are required.
Typical HHG conversion efficiencies are 10~¢ which leads to ~ 10 XUV photons
for a pulse energy of 1 mJ.

Using the approaches described in this section it is then possible to configure XUV
experiments where as many as 102 photoelectrons or photoions can be recorded per
laser shot. Amplified Ti:Sa lasers produce pulses around a central wavelength of 780
nm, and typically start with a mode-locked Ti:Sa oscillator, producing pulses with a
duration of 5-50 fs full-width-half-maximum (FWHM) and pulse energies of several
nJ at a repetition rate of 80 MHz. These pulses are subsequently amplified using
a chirped pulse amplification (CPA) scheme that operates at a reduced repetition
rate of typically one to several kHz, generating pulses of typically 30 fs FWHM and
pulse energies of 1-10 mJ. For reference material on ultrashort pulse lasers and high
power ultrafast laser amplification we refer the reader to [68—70] and the references
therein.

At AMOLF, a multi-pass amplifier is used that delivers 30 fs FWHM pulses with an
energy of 2.3 mJ at a repetition rate of 3 kHz. Although amplified Ti:Sa lasers have
been very successful in the emergence of attosecond science it is likely that lasers
based on optical parametric amplification (OPA) will gradually replace Ti:Sa-based
systems. The most important advantage that OPA has over Ti:Sa is the larger gain
bandwidth so that shorter pulses can be generated. For example in a non-collinear
OPA sub-5 fs have been generated in the visible wavelength regime [71]. For a review
of OPAs we refer the reader to [72]. In order to reach the XUV intensities of 1013-
10 W/cm? that are necessary for the observation of non-linear XUV ionization
(a pre-requisite for XUV pump - XUV probe spectroscopy), higher driver pulse
energies and intensities are needed. Current developments to accomplish this are
aimed at increasing the pulse energy of Ti:Sa CPA systems and at the development
of OPAs. In combination with chirped pulse amplification (non-collinear optical
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parametric chirped pulse amplification (NOPCPA), 8 fs pulses with an energy of
130 mJ at 10 Hz have already been achieved [73]. Finally, OPA systems also form a
viable route towards substantially higher repetition rate attosecond sources which
will be greatly beneficial for certain experiments. Pulse energies of several tens of
J at 60 kHz [74] and more than 1 J at repetition rates at 143 kHz [75] have been
reported.

2.2.1 Carrier-envelope-phase (CEP) stabilized pulses

The electric field of a linearly polarized laser can be described by

Ep(t) = Eo(t)cos(wr(t)t + ¢). Here, Eg(t) is the laser pulse envelope, wy,(t) is
the instantaneous frequency of the electric field and ¢ is the carrier envelope phase
(CEP). In the case of a transform-limited pulse, this simplifies to EL(t) = Ey(t) cos(wrt+
¢). The response of atoms and molecules to few-cycle pulses is strongly affected by
the CEP, ¢ [34, 76]. Most importantly, as will be described later, the generation of
single attosecond pulses (SAPs) depends crucially on the stabilization of the CEP
of the driver laser. Standard pulse diagnostics like an autocorrelator, SPIDER or
FROG cannot measure the CEP.

Measurement, control and stabilization of the relative CEP change was demon-
strated in 2000 [23]. The output of a mode-locked laser oscillator corresponds in
the frequency domain to a comb of frequencies, separated by the repetition rate
frep- The comb frequencies are integer multiples of the repetition rate with an off-
set frequency 4. The pulse-to-pulse change in the CEP A¢ is related to this offset
frequency by

A¢

§= (ﬁ)frep (21)

A so-called f —2f interferometer makes use of an octave-spanning frequency comb
to determine and stabilize the offset frequency 6. Although oscillators exist that
generate octave spanning spectra, generally the laser pulse spectrum needs to be
broadened, e.g. in a photonic crystal fiber. The long wavelength end of the spectrum
is frequency doubled, generating a second frequency comb with twice the CEP offset
frequency. The frequency-doubled light is overlapped with the original spectrum at
the same wavelength on a photodiode. The beat note between the high frequency
components in the original comb (ff = nfrep+0) and the low frequency components
in the frequency-doubled comb (far = 2m frep+20), then immediately reveals 6 and
hence the pulse-to-pulse change in the CEP phase A¢ [23]. The measured pulse-to-
pulse phase slip can be used to drive an electronic feed-back loop which controls the
pump power in the oscillator with an Acoustic Optical Modulator (AOM) or by the
tilt of a mirror in the cavity at a position where the frequencies are dispersed, which
both impact A¢. Since it is in general not possible to zero J, because in that case
the beat note disappears, § is usually stabilized to i of the repetition rate of the
laser oscillator. This means that every 4" pulse from the oscillator has the same
CEP, and the lower repetition rate of the amplifier can then be chosen so that every
amplified pulse has the same CEP.

An important step for attosecond science was realized in 2003 when CEP phase
measurement and stabilization was realized for an amplified Ti:Sa laser system [24].
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CEP-stabilized Ti:Sa amplified lasers utilize a second f — 2f interferometer to sta-
bilize the CEP of the amplifier and, as mentioned above, it is ensured that only
pulses with identical CEP are selected for amplification. The reduced repetition
rate and the absence of a pulse-to-pulse phase slip calls for a different design of the
f — 2f interferometer. An octave spanning bandwidth is generated by self-phase
modulation in a medium like sapphire. The long wavelength end of the spectrum
is frequency doubled and overlapped on a spectrometer. The interference of the
frequency doubled light and the fundamental results in a fringe pattern in the spec-
trum that is dependent on the CEP, and can therefore be used to stabilize the CEP.
Typically the feedback loop runs at a repetition rate of a few to tens of Hz and is
therefore commonly referred to as the slow loop, as opposed to the fast loop of the
oscillator.

Correcting CEP drifts in the slow loop can be done by superimposing the error onto
the fast loop, supplying a correction to the grating or prism spacing in the amplifier
stretcher/compressor [77], changing the path length through a pair of wedges or by
an acousto-optic programmable dispersive filter [78, 79].

Recently, Steinmeyer and co-workers have introduced the possibility to correct the
CEP of a non-stabilized oscillator using a feed-forward applied to an acousto-optic
frequency shifter (AOFS) [80]. Supplementing these improvements in the control
of the CEP, recent work has also advanced measurement of the CEP, notable
through the use of stereo-ATI (Above-Threshold Ionization) measurements [81].
This method allows for the determination of the CEP itself, in contrast to f — 2f
interferometers which only determine relative changes in the CEP.

Most schemes for the generation of isolated attosecond pulses require pulse dura-
tions of the driver field that are significantly shorter than amplified Ti:Sa lasers can
deliver. Two pulse compression techniques have been developed for the generation
of few-cycle pulses.

2.2.2 Generation of few-cycle pulses in a hollow core
waveguide

Compression of multi-cycle IR pulses by spectral broadening in a hollow-core fused
silica waveguide was first time reported by Nisoli [20, 21]. In this scheme multi-
cycle laser pulses are loosely focused in a hollow-core waveguide filled with noble
gases at high pressures (1-2 bar). Spectral broadening due to self-phase modulation
by non-linear interaction with the noble gas and subsequent pulse compression by
e.g. chirped mirrors can shorten the pulses down to a sub-5 fs FWHM duration,
close to the fundamental limit of a single optical cycle [22]. The wave propagation
occurs through multiple grazing incidence reflections with accompanying losses at
the inner surface. Only the fundamental mode propagates with high efficiency in a
long waveguide resulting in a single mode output. Output pulses therefore exhibit
excellent uniform beam profiles after compression. Typical input pulse energies are
limited to 1 mJ, due to self-focusing and ionization at the entrance of the fiber,
resulting in a degraded coupling of the beam and the waveguide for higher pulse
energies. Using a pressure gradient in the hollow fiber, input pulses with an energy of
5 mJ (pulse duration 25 fs FWHM) have been used, which resulted in the generation
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of pulses with 5.4 fs FWHM pulse duration and 2.7 mJ pulse energy [82]. Chen et
al. recently reported the production of 4.5 fs pulses with 1 mJ pulse energy [83].

2.2.3 Generation of few-cycle pulses through filamentation

A potentially simpler technique to generate few-cycle laser pulses is through fil-
amentation [84]. The guiding effects of the hollow wave guide are substituted by
the self-guiding effects that can arise when a laser propagates through a transparent
medium. The self-guiding is the result of interplay between two effects: self-focusing
due to an intensity-dependent refractive index of the medium (Kerr effect) and de-
focusing of the beam due to plasma formation. In certain conditions the two effects
can be balanced resulting in a filament with a length of tens of centimeters. In the
filament self-phase modulation broadens the spectrum, as in a hollow core waveg-
uide.

The first demonstration of filamentation employed a sequence of two gas cells filled
with Argon at pressures of 840 and 700 mbar [84]. The input pulses (43 fs, 0.84
mJ) were loosely focused in the gas cells and formed filaments of 10-15 cm. Pulse
compression with chirped mirrors generated pulses of 5.4 fs (0.38 mJ). A compari-
son between hollow core waveguides and filamentation methods is described in [85].
Hollow-core waveguides generate box-like spectra, better suited for chirped mirror
based compression and produce beams with excellent spatial profiles over a wide
range of gas pressures. Disadvantages of hollow core waveguides are the coupling
losses introduced by the fiber and the sensitive dependence on alignment, causing
possible thermal drifts over time. Filamentation shows a sensitive dependence on
gas pressure due to the dependence of the guiding effects on the plasma formation.
In the absence of a waveguide, filamentation provides less homogeneous beams, but
offers a potentially higher throughput compared to hollow core fibers.

2.3 Generation of attosecond pulses by high-
harmonic generation

In 1987 two research groups observed, that the interaction of a high-intensity laser
pulse with a gas, resulted in the emission of photons with a spectrum that consisted
of high-order odd harmonics of the driving laser pulse [16, 17]. The harmonic spec-
trum is characterized by three regions: 1) low-order harmonics, showing a rapid
decrease in intensity, 2) a plateau region and 3) a cut-off region beyond which the
intensity of the high-order harmonics rapidly becomes negligible. Existing mod-
els that explained the production of low-order harmonics failed to reproduce the
plateau region and cut-off. In 1993 the introduction of the semi-classical three-step
model gave a rationale for the observed effects, described in sectionl.1 [13, 86].
The model predicts a cut-off energy of 3.17U, + Ip, which is exactly what was
seen experimentally. U, is the ponderomotive energy of the electron in the laser
field and Ip the ionization potential of the atom. The HHG process is repeated
for every half-cycle of the laser pulse and therefore generates a sequence of XUV
bursts in the time-domain, and a spectrum that consists of peaks with frequencies
that are odd multiples of that of the driving laser (the frequencies are odd rather
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than even multiples since the driving laser field changes sign between consecutive
half-cycles). The time-structure of HHG radiation was experimentally revealed in
2001 by measuring the relative phase of the harmonics [8]. This was possible using
a two-color cross correlation measurement known as the RABITT (Reconstruction
of Attosecond Beating by Interference of Two-photon Transitions) technique. The
photoelectron spectra resulting from ionization by the harmonics are measured as
a function of the delay between the harmonics and a moderately strong IR field.
Photoelectrons at an energy F,, in between the odd harmonic peaks F,,_; and F, 1
are generated through two paths, one that involves harmonic order n — 1 plus an
IR photon and the other that involves harmonic order n + 1 minus an IR photon.
From the interference of the two paths the relative phase between the contributing
harmonics can be determined. Using the determined relative phases it could be
inferred that the radiation consisted of a train of attosecond pulses, with an average
duration of 250 as [8].

Shortly after the semi-classical three-step model was introduced, a quantum me-
chanical model for HHG was developed. In this model, each harmonic is the sum
of interfering contributions, corresponding to different trajectories of the electron
in the continuum [87, 88]. Two groups of - short and long - quantum paths can be
distinguished, referring to the time spent by the electron in the continuum. This is
also illustrated in 2.2 where the kinetic energy of the continuum electron is plotted
as a function of the time of return to the ion. As one can see, the same energy is
emitted twice in time, once by electrons following the short trajectory and once by
electrons following the long trajectory. The generation of attosecond pulses there-
fore requires the selection of either the short or long trajectories. The intrinsic
phase of the harmonic dipole moment is different for the two trajectories and can
be approximated as ®, ~ —U,7, where U, = 411377‘ and 7 is the travel time of the

laser

electron.

2.3.1 Macroscopic phase-matching of high-harmonic
generation

The three-step model and other single atom pictures of HHG cannot account for
all effects that are found experimentally, since in practice HHG is always the result
of a coherent addition of radiation from a number of atoms, so that propagation
and dispersion effects also play an important role. Each atom can be considered as
an emitter of XUV radiation, with amplitudes and phases depending on the local
IR intensity. The coherent properties of the XUV radiation, emerging collinearly
with the fundamental beam, are the result of a constructive interference of radiation
from atoms in an extended medium, where phase matching is achieved when the
following condition is fulfilled [89]

kg = qky + V&, (2.2)

where ¢ is the harmonic order and k, and k; are the wavevectors of the ¢! harmonic
and of the fundamental wave. Phase matching in HHG can be realized by balancing
atomic, electronic and geometric dispersion [90, 91]

kq = qkl + Akatom + Akelectron + Akgeo + v(bq (2.3)
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Figure 2.2: The kinetic energy of the continuum electron, upon return to the ion,
as a function of the time of return (black line). The IR field is plotted in dashed
gray lines. Each energy is emitted twice in HHG by electrons following the short
and long trajectories. These two groups are schematically indicated by the dotted
gray lines.

Atomic dispersion Akgtom from the linear atomic polarizability plays a limited role
in phase matching for low gas densities, but becomes important for higher gas den-
sities.

When ionization of target gas atoms produces free electrons, electronic dispersion
Akejee due to the wavelength dependence of the refractive index is significant. Laser
beam focusing in the target gas introduces geometric dispersion Akg, by the Gouy
phase shift, which is 7 for a Gaussian beam going through a focus.

Experimental parameters that control the phase-matching are the gas density (free
electron dispersion), focusing conditions (geometric and free electron dispersion)
and gas jet position (geometric dispersion). In general, loose focusing conditions
will minimize phase mismatch due to the dipole phase and the Gouy phase shift
and reduce ionization (free electron dispersion).

When the laser beam is focused before the gas medium, conditions can be created
where the dipole phase mismatch is compensated by the geometric dispersion. In
this on-axis phase matching configuration, short trajectories are favored over the
long trajectories [92, 93]. The intensity-dependence of the dipole phase is smaller
for the short trajectories compared to the long trajectories and due to this differ-
ence, the phase matching conditions are different for the short and long trajectories.
For the generation of attosecond pulses, the short trajectories are favored for their
smaller intensity dependence. The contributions from long trajectories can be spa-
tially filtered out by a pinhole, due to their larger divergence [94].

The choice of the target gas in HHG is a trade-off between efficiency and maxi-
mum photon energy. Gas targets with a higher ionization potential can be exposed
to higher laser intensities, increasing U, and the cut-off energy, although at the
expense of the HHG efficiency. For the rare gas atoms for example, Xe and Kr
have a lower ionization potential and higher conversion efficiency and the opposite

22



2.3 Generation of attosecond pulses by high-harmonic generation

is true for He and Ne. As a guideline for designing gas targets, Lmeq > 3Laps
and Leop, > 5Laps [95], where Lyp,eq is the gas medium length, Laps = 1/(po) is
the absorption length, p is the gas density and o the ionization cross-section. The
coherence length Lo, = 7/|Akio| where Akyor = kq — gk is the phase mismatch
between the fundamental and harmonic wave. As an example the absorption length
for Ar (12 mbar) for H15 is 885 pm and for Xe (6 mbar) is 1.8 mm.

Phase matching conditions can also be achieved in a gas-filled hollow capillary
waveguide [35, 95, 96]. The waveguide propagation eliminates defocusing and the
longitudinal dependence of the dipole phase. Phase matching is realized by changing
the gas pressure (atomic and electronic dispersion) and capillary diameter (waveg-
uide dispersion). Limitations on the gas pressure due to phase mismatch from
electronic dispersion can be overcome by using a waveguide with a modulated inner
diameter, with a periodicity of twice the coherence length (~ 1 mm) [97, 98].
Recent work suggests that HHG in hollow capillary waveguides also provides an
avenue towards the generation of harmonics in the hard x-ray regime. Significant
extension of the cut-off energy at near constant (or even slightly improving) efficien-
cies have been predicted and partially experimentally demonstrated when scaling
the driver laser wavelength for a HHG process in a hollow waveguide towards the
mid-infrared [99].

In the AMOLF setup (see Figure 2.1) the harmonic generation is performed in a
static cell. The medium length is 3 mm and typical backing pressures are 20 mbar
for Xe and 25 mbar for Ar. The steel tube assembly is mounted on a translation
stage, movable along the laser propagation direction. Phase matching conditions
are found by adjusting the position of the gas cell with respect to the laser focus,
changing the gas pressure and adjusting the beam size with a variable iris prior to
the focusing mirror.

In the right configuration a multi-cycle laser pulse leads to the generation of an at-
tosecond pulse train (APT). For many pump-probe experiments one actually needs
to generate a single attosecond pulse (SAP). Several routes have been developed to
realize this goal.

In one method, the harmonics in the cut-off region are only generated by the center
half-cycle of a very short laser pulse (< 5 fs FWHM). By spectrally filtering out this
part of the HHG spectrum one obtains a SAP [100]. Other methods make use of
the fact that the efficiency of the HHG process strongly depends on the ellipticity
of the generating field. In the semi-classical model it can be intuitively shown that
a small degree of ellipticity will prevent the electron from returning to the core
and will suppress the recombination process. By changing the ellipticity within the
generating pulse in such a way, that only a single half-cycle is linearly polarized, a
SAP can be generated. What follows is a closer look at the experimental conditions
that are needed to generate attosecond pulse trains and single attosecond pulses.

2.3.2 Generation of attosecond pulse trains

High-harmonic generation using multi-cycle driving pulses leads to the generation
of a harmonic spectrum characterized by a region of low-order harmonics with a
rapidly decreasing intensity as function of harmonic order, a plateau and a cut-off
region. A train of attosecond pulses can be obtained provided that the spectrum
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Figure 2.3: Methods for the generation of isolated attosecond laser pulses: a) Po-
larization gating using few-cycle CEP-stabilized laser pulses [101]: the pulses (5
fs) are split by a 181 pm multiple-order birefringent waveplate into two orthogo-
nal, linearly polarized pulses, separated by § = 5.8 fs. A second zero-order quarter
waveplate (A/4 plate) transforms the linear polarization to circular polarization
with an opposite helicity on the front and back parts of the pulse. The polarization-
modulated pulse has linear polarization in the center (green line), where the two
pulses overlap and circular polarization in the wings of the pulse. The time-gate
T4 with linear polarization is shorter than a half-cycle of the IR pulse, allowing
the generation of isolated attosecond pulses. b) Interferometric polarization gating
[102]: BS: beam splitters. M: flat mirrors. TS1,2,3 piezoelectric translation stages.
A: intensity attenuator. § variable time-delay. The two interferometers (MI1 and
MI2) produce two linearly polarized pulses with orthogonal polarization. One pulse
has a minimum in its temporal profile. Recombination of these pulses leads to the
generation of a pulse with a polarization that rapidly changes from elliptical-to-
linear-to-elliptical, with the linearly polarized temporal gate having a duration that
is dependent on the chosen delay ¢ and attenuation A.
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¢) Double Optical Gating (DOG) [103]: The driving laser pulse, from the output
of a hollow-core fiber compressor is incident on a barium-borate crystal (BBO,
d = 250 pm). The fundamental and second harmonic field are separated by a
dichroic beam splitter (BS) and propagate in the two arms of a Mach-Zehnder
interferometer. The fundamental beam is used to make the polarization gate using
a sequence of a birefringent quartz plate (0.4 mm) and an achromatic quarter-
waveplate (2 mm). The resulting polarization gate width is 2 fs. d) Generalized
Double Optical Gating (GDOG) [104]: A linearly polarized laser pulse is incident
on the first quartz plate (QP1), with an optical axis orientation of 45° to the linear
polarization of the input pulse. This creates two orthogonally polarized pulses with
a certain time-delay. Depending on the input pulse duration, the thickness of the
first quartz plate has to be changed to set an appropriate time-delay. A combination
of a second quartz plate (QP2) and a type I barium borate (BBO) crystal functions,
both with an optical axis in the plane of the input polarization, act as a quarter
wave plate. This creates two counter-rotating fields with a second harmonic field
with a polarization in the plane of the input pulse. A fused silica Brewster window
(BW) is used to set the relative intensities of the driving field and the gating field,
thereby allowing for shorter gate durations.
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contains sufficient bandwidth, that the low-order harmonics are removed as well
as contributions from the long trajectories. Through spectral filtering by metallic
filters [105] and/or the wavelength dependence of the photo-absorption/ionization
where the harmonics are used (where processes may be studied that cannot be
initiated by low-order harmonics) [8, 106] the contributions from the low-order har-
monics (< 15 eV) can be eliminated. As mentioned before, the long trajectories are
more divergent compared to the short trajectories [94], allowing spatial filtering by
placing a fixed aperture downstream from the HHG interaction region. The result-
ing spectrum after spectral and spatial filtering has an intrinsic attosecond chirp,
which is positive for the short trajectories and negative for the long trajectories [93].
Using an aluminum filter with negative group delay dispersion, which also acts as
a filter for the residual IR field, the positive attosecond chirp associated with the
short trajectories can be compensated, resulting in a train of pulses, each with a
duration of less than two-hundred attoseconds [105].

APTs are attractive for their relatively high photon numbers (compared to a SAP)
and the simplicity of the generation scheme. Interpretation of time-resolved data
can however be more straightforward with isolated attosecond pulses. For example,
if in an experiment one is sensitive to the electric field of the IR at the arrival time
of the attosecond pulse, rather than the absolute value of the field, this can lead to
averaging out of the effect in normal pulse trains since consecutive pulses in the train
see an opposite field. This problem can be partly circumvented by generating an
APT with a single pulse per optical cycle by using two-color driving fields consisting
of a fundamental infrared field and its second harmonic. This breaks the inversion
symmetry of subsequent infrared half-cycles and ionization from half of the cycles
can be suppressed. This creates a harmonic spectrum of odd and even harmonics
and the corresponding attosecond pulse train consists of only one pulse per infrared
cycle, with consecutive pulses exhibiting the same CEP [107, 108]. However this
does not mean that isolated attosecond pulses are not needed at all, on the contrary,
a lot of efforts have been going into the development of these sources.

2.3.3 Generation of isolated attosecond pulses

Isolated attosecond pulses can be generated by confining the HHG to a single half
cycle of the driving laser field. Several methods have been developed that allow to
do this. Because the emission time of the attosecond pulse is locked to the electric
field of the IR pulse, the phase of the field within the envelope of the pulse needs
to be controlled and therefore the use of CEP-stabilized laser pulses is essential.
The first experimental demonstration of isolated attosecond pulses was reported
shortly after attosecond pulse trains were demonstrated [100]. This experiment ex-
ploits that the highest photon energies that are generated in HHG, by a few-cycle
IR pulse, originate from the center half-cycle. Therefore it is possible to pick out
an isolated attosecond pulse by spectrally selecting the highest energy part of the
spectrum, which instead of exhibiting harmonic peaks is a continuum spectrum. In
[100] a band pass filter (Zr) at ~ 90 eV selected the high energy region from HHG
radiation in Ne by a 7 fs FWHM pulse, thereby confining 90% of the photons within
one isolated attosecond pulse of ~ 650 as duration.

Following the development of the first CEP-stable femtosecond laser amplifier this
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work was significantly improved [24], and pulses with a duration of 250 attoseconds
were reported. More recently, using single-cycle CEP-stabilized driving pulses of 3.3
fs, isolated attosecond pulses with a pulse duration of 80 as were generated, the cur-
rent world record [109]. Because of the single-cycle nature of these pulses, ionization
is dominated by half-cycles near the peak of the pulse envelope and is nearly absent
in the wings of the pulse. For a large range of CEP values the single-cycle pulses
lead effectively to emission of isolated attosecond pulses. The CEP now merely acts
as a control parameter for the field intensity and hence the cut-off energy.

A family of methods to generate isolated attosecond pulses exploits the HHG ef-
ficiency dependence on ellipticity. By employing an ellipticity-modulated driver
pulse, HHG can be restricted to a single half-cycle where the polarization is linear.
Whereas HHG is suppressed in the wings of the pulse where the polarization is
circular or elliptical [110].

A comparison and explanation of the different implementations of this principle is
shown in Figure 2.3. Using only birefringent plates a pulse can be created for which
the polarization changes from circular to linear to circular with opposite helicity.
In this way 130 as FWHM isolated attosecond pulses were generated with CEP
stable 7 fs FWHM driver pulses [36, 101]. This method, however, becomes highly
inefficient if the pulses become much longer than 7 fs, therefore it does not pro-
vide a way to produce isolated attosecond pulses directly from a Ti:Sa laser. This
problem was partly resolved by the realization that if one chooses elliptical polar-
ization in the wings of the pulse, instead of circular polarization, this can lead to a
much more efficient production of isolated attosecond pulses. The first experimen-
tal demonstration of this used interferometers to achieve the desired pulse shape
and the technique was dubbed Interferometric Polarization Gating (IPG) [102]. A
comparison between IPG and the ’traditional’ polarization gating techniques was
given in ref [111].

Another way to improve the efficiency of polarization gating for multi-cycle driver
fields is the combination of polarization gating and two-color generation in a tech-
nique called double optical gating (DOG) [103]. As was discussed before, the ad-
dition of a weak second harmonic field can reduce the number of attosecond pulses
per optical cycle to one and therefore allows a temporal gate of 1 optical cycle.
Additionally it has the advantage of limiting ionization (ground state depletion)
in the leading edge of the pulse. An XUV supercontinuum supporting 130 as was
generated in neon gas using 9 fs laser pulses [112].

The last step that has been made in this line of improvements is the combination of
the ideas of the IPG and the DOG techniques and was given the name generalized
double optical gating (GDOG) [104]. This all co-linear scheme uses two birefrin-
gent plates, a second harmonic crystal and a brewster window. It is compatible
with the use of pulse durations of tens of femtoseconds. Using GDOG, the gener-
ation of isolated attosecond pulses via HHG with input pulses of 20 fs (the output
of a hollow core fiber) and 28 fs (the output of a Ti:Sa amplified laser system) was
demonstrated. This technique is the most efficient route available for the produc-
tion of isolated attosecond pulse from multi-cycle drivers, and is mainly interesting
because currently sources of few-cycle laser pulses are limited in pulse energy. For a
given pulse energy generation of a isolated attosecond pulse from a few-cycle pulse
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is obviously significantly more efficient since a much larger fraction of the laser pulse
is used in the HHG process. This makes the development of high power OPCPA
systems that deliver few-cycle pulses very important.

A potentially simpler technique for the generation of isolated attosecond pulses is
the ionization gating technique [113], which relies on the loss of macroscopic phase
matching on the leading edge of the driving pulse. First, due to the rising inten-
sity in the leading edge of the pulse, the ionization rises above a critical ionization
level. The negative dispersion resulting from free electrons can no longer be com-
pensated by the positive atomic dispersion and thereby quenching the HHG process
[33]. Second, a new spectral range with an increasing cut-off energy, is generated
during subsequent half-cycles in the pulse. By spectral selection of a range of fre-
quencies that correspond to HHG during only one half-cycle (by suppressing the
lower-energy harmonics, generated during earlier half-cycles), one can produce a
continuum spectrum and generate an isolated attosecond pulse. This method was
demonstrated using driving pulses of 15 fs and 7 fs pulses. The latter was shown to
generate pulses with a duration of 430 as using HHG in Ne and spectral selection
with a Zr filter [113, 114].

2.4 XUV-IR pump-probe setup

Attosecond time-dependent studies require the configuration of an extremely stable
pump-probe setup, in which one of the pulses is time-delayed with respect to the
second pulse. For example, a drift of a mirror position of only 100 nm will result in
a delay change of 0.6 fs rendering it impossible to obtain attosecond resolution. On
top of the temporal stability, spatial stability of a small fraction of the laser focus
(i.e. < 100 pm) is required.

Two types of pump-probe setups are commonly used in attosecond experiments,
namely setups where the XUV and IR are collinear throughout the entire optical
path and setups based on a Mach-Zehnder interferometer configuration.

In a collinear setup, the full output of the IR driver laser is focused into the HHG
medium [115]. The generated XUV radiation exhibits a smaller divergence than
the IR beam, allowing for spatial separation of the two wavelengths downstream
from the HHG medium. Any IR light that overlaps with the XUV can be filtered
out using a metal filter. The XUV and IR beams are focused into the experimental
region using a two-part mirror consisting of a central XUV multilayer mirror to focus
the XUV beam and an annular mirror to focus the IR beam. The XUV mirror is
mounted on a piezo-electric stage, to allow the two pulses to be varied temporally
(with attosecond time-resolution) with respect to each other. In this type of setup,
temporal stability is generally good because only a single mirror is used. Active
stabilization can be used for long-term stability [116].

As an alternative approach, a Mach-Zehnder type interferometer can be used for
the configuration of the pump-probe setup [93] which is the chosen configuration
at AMOLF. (see Figure 2.4). The input beam is split into two parts by a beam
splitter mounted on a long-range delay stage with a minimum step size of 6.7 fs and
a maximum scan range of 0.7 ns. In the XUV arm, the IR is focused into the HHG
setup by an f = 50 cm concave mirror. After the HHG process, the remaining IR field
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Figure 2.4: The Mach-Zehnder interferometer in the AMOLF attosecond setup.
The input beam is split into two arms by a 50/50 beamsplitter mounted on a
long-range delay stage. The reflected part (blue line) is focused by a mirror FM1
(f = 50 cm) into the HHG chamber. The transmitted part (red line) is focused
by a mirror FM2 (f = 50 cm) to match the XUV divergence. F1 and F2 are the
focii (in vacuum) of the XUV and IR paths, respectively. The retro-reflector (RR)
is mounted on a delay stage to allow for adjustment of the longitudinal IR focus
position to match the focus position of the XUV in the VMIS. The two beams are
recombined in the recombination chamber using a flat holey mirror. The IR beam
is reflected by a Ag mirror M1 onto the recombination mirror. From there the two
beams collinearly propagate and are focused by a toroidal mirror into the center of
the velocity map imaging spectrometer (VMIS). RR and the recombination mirror
are motor-controlled to overlap the beams and ensure a collinear propagation. A
co-propagating He-Ne beam (not shown here) is used to compensate slow drifts in
the relative path lengths of the two arms. A CCD camera is used to measure an
interference pattern from which changes in the relative path lengths can be extracted
and stabilized. Recorded interference patterns as a function of time are plotted in a)
using no stabilization and b) using active stabilization. The resulting rms stability
in case of active stabilization is 20 as.
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is filtered out by an aluminum filter (200-300 nm) held in a vertically translatable
filter holder. The XUV radiation propagates through a hole in a drilled mirror,
conveniently filtering out contributions from the long trajectories. The IR beam to
be used in the experiment is reflected via various Ag mirrors to match the XUV and
IR path lengths. The IR beam is focused in vacuum by a focusing mirror (FM2:
f = 50 cm) that is mounted on a piezo-electric delay-stage to control the XUV-IR
delay with attosecond precision. In addition, a retro-reflector (RR) is mounted on
a delay stage allowing for adjustment of the longitudinal focus position of the IR
beam to overlap with the focus of the XUV beam. In the recombination chamber,
the IR beam is reflected on the recombination mirror via M1. The XUV and IR
pulses are focused by a toroidal mirror (f = 40 cm) into the interaction region of a
velocity map imaging spectrometer.

Collinearity of the XUV and IR beams is ensured by imaging the XUV-IR spatial
overlap at two points along the beam path. The first point is the reflection of the
IR beam on the recombination mirror. The beam is positioned such that the beam
hits the mirror in the center using mirror M1. The second point is the focus of
the XUV and IR beams in the interaction region. The focus of the IR beam in the
XUV arm is imaged by removing the aluminum filter and the recombination mirror
is used to overlap the two beams.

To ensure spatial and temporal stability of the interferometer care must be taken in
the design of all the components of the setup. It has proven essential to prevent the
vibrations from fore-line pumps and turbo pumps from interfering with the optical
components. This can be accomplished by decoupling the vacuum-chambers from
the optical table while attaching the breadboard inside the vacuum chamber rigidly
to the optical table. In a similar fashion the fore-line pumps can be de-coupled from
the turbopumps. However even when the greatest care is taken, when the Mach-
Zehnder interferometer is partly placed outside the vacuum and contains very long
path lengths (~ 3 m), active stabilization is required to achieve the highest temporal
stability [117].

A He-Ne laser is co-propagated with the XUV and IR beams slightly below the
main beam path allowing to pick it off. Propagation through the HHG gas cell and
metal filter is not possible and therefore in this part of the interferometer the He-Ne
laser propagates parallel to the XUV arm. The two paths are recombined under a
small angle and the resulting interference pattern is measured by a digital camera
at a repetition rate of 30 Hz. By software the actual delay and error are determined
and fed back through a PID feedback loop on a piezo-electric stage. The resulting
rms stability is 20 as, as illustrated by Figure 2.4, which is sufficient to perform
experiments with attosecond resolution.

2.5 Charge particle detection

The XUV and IR beams are focused into the interaction region, onto an ensemble
of target gas molecules introduced by effusive sources or pulsed valves. The charged
particles arising from interaction with the XUV and IR pulses can be detected by
various types of spectrometers.
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2.5.1 Time-of-Flight spectroscopy

Two types of time-of-flight (TOF) spectroscopy can be distinguished. In ion time-
of-flight spectroscopy, ions created in a static electric field are accelerated towards
a field-free flight tube and impinge on a detector, e.g. an electron multiplier tube.
The time of flight is inversely proportional to the velocity of the ion when it enters
the field-free region and is proportional to square root of the ion mass/charge ratio.
The time-dependent detector signal thus offers the separation of ions with different
mass/charge ratios and a quantification of their abundance. In electron TOF spec-
troscopy, electrons created in a field-free region are captured by the detector and
their time-of-flight is inversely proportional to their initial velocity. The absence of
an accelerating static field enables a very high energy resolution (~ 0.1%). Obtain-
ing angular distributions is however time-consuming as it requires measurements
where the polarization of the laser(s) is systematically varied with respect to the
time-of-flight axis.

2.5.2 Magnetic Bottle Electron Spectroscopy

In magnetic bottle electron spectroscopy (MBES), the ionization takes place in a
strong magnetic field (~1 T) parallel to the flight tube direction [118]. The magnetic
field decreases smoothly towards the flight tube where it is constant (~1 mT). The
electrons spiral around the magnetic field line on which they are created while the
initial velocity of the electrons is converted into a velocity in the direction parallel
to the flight tube axis. The electrons are detected by a stack of microchannel plates
(MCPs) which converts the time-dependent electron current into a measurable TOF
spectrum. The great advantage of a magnetic bottle electron spectrometer over a
conventional TOF spectrometer is its higher collection efficiency, typically being
50% or even 100% depending on the exact magnetic field configuration in the spec-
trometer.

2.5.3 COLd Target Recoil Ion Momentum Spectroscopy

COLd Target Recoil Ion Momentum Spectroscopy (COLTRIMS) [62] allows mea-
suring the complete fragmentation dynamics of a few-body system. All the charged
particles (ions and electrons) are projected onto two two-dimensional position sen-
sitive detectors, consisting of delay line detectors which are able to measure both
the position and the time of impact of impinging particles. From the measured
time-of-flights and the arrival position on the detector, the full three-dimensional
momentum distributions can be measured in coincidence. A COLTRIMS detector
provides the most complete information possible and is therefore a very powerful
technique, but is limited to very low count rates (<1 hits/laser shot) in order to
avoid so called ”false coincidences” in the data analysis.

2.5.4 Velocity Map Imaging Spectrometer

The velocity map imaging spectrometer (VMIS) in the AMOLF attosecond setup
is shown in Figure 2.5. In velocity map imaging [63], electrons or ions resulting
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from interaction of atoms or molecules with a laser pulse are projected onto a two-
dimensional (2D) detector by a static electric field. The 2D detector consists of a
stack of micro-channel plates (MCPs) followed by a phosphor screen and a digital
camera. The static electric field is formed by a repeller and extractor electrode.
Provided the ion optics are properly tuned, the positions of the electrons/ions im-
pinging on the 2D detector depend on their velocity and hardly at all on the position
of ionization. If the initial three-dimensional (3D) velocity distribution is cylindri-
cally symmetric, it can be retrieved from the 2D projection via an Abel inversion
[119], as long as the symmetry axis (laser polarization) is in the plane of the detec-
tor.

The ability to measure angularly-resolved velocity distributions with 100% collection
efficiency are major advantages of the VMIS. In addition, using a phosphor screen
that is read out optically rather than electronically (as for the delay-line detectors),
allows for very high count rates (10* — 10° events/shot are feasible). Similar to
the TOF technique, the time-of-arrival of ionic particles at the detector depends on
the mass/charge ratio. The momentum distribution of a single ion species can be
measured by gating the detector at the corresponding time delay.

Tailoring velocity map imaging to attosecond experiments

In a conventional velocity map imaging spectrometer, the target gas is introduced by
a skimmed atomic/molecular beam. This provides rotationally and possibly vibra-
tionally cooled atoms/molecules and can in many cases be advantageous. However,
the use of dilute skimmed beams is disadvantageous when the ionizing light source
is relatively weak, as is the case with current attosecond sources based on HHG. To
increase the signal level the AMOLF attosecond setups uses a velocity map imaging
spectrometer with an integrated gas injection system in the repeller electrode [120].
An illustration of this injection system is shown in Figure 2.5. The flat repeller
electrode in a conventional VMIS is replaced by a repeller electrode with an inte-
grated laser-drilled capillary (d = 50 pm, 1 = 200 pm). The shape of the electrode
includes a flat part of 1 mm to realize a curved equipotential field line profile, sim-
ilar to the open electrode geometry in a conventional VMI [63]. From the flat part,
the repeller electrode has a conical shape with a 154° angle to accommodate the
laser focus in front of the capillary. Introduction of the target gas directly at the
interaction region increases the gas density by 2-3 orders of magnitude. A further
increase in the gas density in the interaction region has been realized by integrating
a pulsed piezoelectric valve into the repeller electrode.

The mechanical design of the integrated pulsed valve is shown in Figure 2.6. A
series bimorph piezo (PXE5) with a free length of 8 mm (resonance frequency is 3.6
KHz) is clamped between 2 metal sheets for electrical contact and is mounted on a
movable vespel piece for fine-adjustment. Due to the coned shape of the repeller,
the nozzle is closed by a viton plate (d = 0.5 mm) glued on a vespel pillar. The
piezo valve is operated at the repetition frequency of the laser (3 KHz) with driving
pulses of 10-30 us. The gas pulse duration, measured with a fast ion gauge, is 20 s
FWHM. Compared to a continuous flow, this translates to ~15 times higher gas
density in the interaction region, when the chamber pressure is the limiting factor.
Meanwhile, we have improved the mechanical design of the pulsed valve, the details
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Figure 2.5: Ton optics of the velocity map imaging spectrometer with an integrated
effusive gas jet in the repeller optics. The ion optics exists of a repeller and extractor
electrode and a ground plate. The repeller electrode is electrically isolated from the
housing by ceramic isolators. The laser beam propagates in between the repeller
and extractor electrodes and is polarized in the plane of the detector (not shown).
The position of the ion optics can be moved in vertically and horizontally by motor
controlled translation stages to ensure a good overlap of the gas beam and laser foci.
Positioning of the ion optics along the laser propagation axis is done by translation
of the entire vacuum chamber.
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Figure 2.6: Pulsed piezo valve integrated in the effusive repeller. The effusive
repeller comprises a flat part of 1 mm with a laser-drilled nozzle in the center.
The repeller takes a conical shape from the flat part on to accommodate the laser
focus. The nozzle is closed off by a viton plate mounted on a vespel pillar, glued
onto the piezo crystal. The piezo valve is operated at a repetition frequency of 3
KHz by driving pulses with a duration of 10-30 ps, generating a gas pulse with a
full-width-half-maximum of ~20 ps.

of which are described in appendix A.

Isolating the repeller electrode from the vacuum chamber is realized by a ceramic
isolator. The ion optics, and thus the gas-jet, is positioned with respect to the laser
foci by translating the ion optics assembly. Translation in two directions perpendic-
ular to the laser propagation direction adjusts the height and distance from the laser
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focus. The position of the VMIS along the laser propagation direction can easily be
adjusted by moving the VMIS on a translation stage. Apart from tuning the ion
optics to image the velocity of the charged particles, the spectrometer can also be
operated in a so-called spatial imaging mode. We note that the use of ion optics
where the XUV laser beam is focused close to a conically shaped repeller electrode
necessitates the introduction of measures to reduce stray XUV light without affect-
ing the probe beam. In the AMOLF setup a drilled silica plate is placed close to
the velocity map imaging spectrometer that transmits XUV light, and blocks XUV
photons that deviate from the optical axis (e.g. as a result of diffuse scattering from
the toroidal mirror).

2.6 XUV spectrometer

The spectrum of the radiation resulting from HHG can be characterized using an
XUV spectrometer, providing an independent tool to characterize and optimize the
harmonic spectrum. Typically XUV spectrometers are based on a grazing incidence
grating in order to get a high enough reflection efficiency [121, 122]. Focusing in
the plane of diffraction can be obtained by a concave grating. Variable line spacing
(VLS) gratings are available (e.g. Hitachi) to compensate aberrations and generate
a flat-field spectrum, meaning that the foci of the entire wavelength range are lying
in a plane. An MCP-phosphor screen combination together with a CCD camera
can be used as a detector, alternatively XUV-CCD cameras are available for direct
detection.

2.6.1 XUV optics

Where dielectric or metallic coatings provide good reflection efficiencies at all desired
incoming angles, this is far from straightforward for wavelengths that are shorter
than 150 nm. Moreover radiation at XUV and soft X-Ray wavelengths is absorbed
in nearly all solid materials. This makes that the availability of standard optical
components for HHG radiation, like mirrors, filters, gratings and beamsplitters is
limited or absent. The role of beamsplitters is commonly replaced by drilled mirrors
where the XUV radiation transmits through the hole of the mirror as was described
for the AMOLF attosecond setup.

Filters that transmit XUV and soft X-ray radiation can be made from thin metal
foils, where different metals have different transmission spectra [123]. An additional
advantage is the chirp compensation of the attosecond pulses due to the negative
dispersion of the metals. Such chirp compensation can also be pursued using spe-
cially designed chirped mirrors [124, 125]. Metallic coatings like gold or platinum
exhibit good reflection efficiency at grazing incidence angles. To be able to make use
of this fact in a focusing mirror, one has to use a toroidally shaped mirror to avoid
an astigmatic focus. The disadvantage of these mirrors is that they are difficult
to align and expensive. Meanwhile a lot of efforts have been put into developing
coating technology to reflect XUV wavelengths at zero or 45 degrees, where the first
one is a requirement in the earlier described co-linear attosecond setup. An impor-
tant requirement in this is the reflection bandwidth which has to be wide enough to
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support the short attosecond pulses. Mo/Si multilayer mirrors provide a reflection
efficiency of ~ 50% around 90 eV at zero degrees. This relies on coatings that have
been developed for the lithography industry. Coatings for other incoming angles
and wavelengths do exist but are not generally available.
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Direct determination of the
sign of the NO dipole moment

We report a novel approach for determining the sign of permanent dipole moments,
using nitric oxide [NO(v=0)] as an example. State-selected NO (j= |m| = || =1/2)
molecules are focused using a hexapole and oriented in a strong dc electric field. The
angular distributions of ionic fragments resulting from extreme ultraviolet single-
photon and multiphoton dissociative ionization at 400 and 800 nm are measured
and indicate that the dipole moment is negative (corresponding to N~O7T). The
experiments thus rule out an error in the sign of the dipole of NO as the possible
source of a remarkable discrepancy between previous theoretical and experimental
work on orientation effects in bimolecular collisions involving oriented NO.

3.1 Introduction

As a result of extensive fundamental research, molecular ionization and dissocia-
tion in intense laser fields are now quite well understood [126]. Studies of atomic
and molecular dynamics in intense laser fields have led to important spinoffs such
as coherent light sources in the extreme ultraviolet (XUV) by high-order harmonic
generation (HHG) [7] and new methods for measuring molecular structures [127]
and wave functions [128, 129]. Here, we present a study where HHG and recently
acquired understanding on the alignment and orientation of molecules in strong
laser and dc fields are used to determine the sign of the permanent dipole moment
of NO in its ground state. This dipole moment has been the subject of a recent
controversy [130], due to an unresolved sign discrepancy between measurements
and calculations of the steric asymmetry for He- NO, Ar-NO, and D5-NO rotation-
ally inelastic collisions [130-133]. The steric asymmetry describes the orientation
dependence of the (final state-dependent) collision cross section ¢ and is defined as:

O.Head _ O.Tail

S = S Head  gTail (3.1)
For NO, a collision onto the N-end is considered to be a head collision. If S > 0,
head collisions contribute more to a specific final rotational state NO(j') than tail
collisions. Experiment and theory agree that for Ar-NO, He-NO, and D5-NO colli-
sions S oscillates and changes sign as a function of final rotational state. However,
while the absolute values of the experimental and theoretical steric asymmetry agree
very well, their sign is opposite. The discrepancy would be resolved if the dipole
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moment of NO would be opposite to it’s ab initio value — i.e., NTO~ instead of
N~O™, inverting the NO orientation in the experiment [130]. The absolute value of
the electric dipole of NO(v = 0, X 2II) was measured with high precision by Hoy
et al.: uno=0.15740.014 D [134]. This value slightly deviates from the ab initio
value of 0.1732 D calculated by Langhoff et al. [135]. The latter authors predicted
a negative dipole moment, i.e., N~OT, which is supported by additional ab initio
calculations [136-138]. The sign of a molecular dipole moment can in principle be
obtained experimentally from the isotopic dependence of magnetic susceptibility
factors [139]. However, for NO, this technique led to a sign opposing a theoretical
calculation [140]. So far, even the highest precision measurements have been un-
able to determine the sign of the NO dipole moment experimentally [141]. In this
chapter, we present a new approach towards measuring the sign of molecular dipole
moments and apply it to NO.

3.2 Experimental methods

The experimental measurements were carried out in four steps: namely (1) full state-
selection of NO in the low-field seeking component of the rotational ground state
using a hexapole focusing field, (2) orientation in a strong dc field, (3) dissociative
ionization of the oriented NO using an XUV, a UV (400 nm), or a near-infrared
(800 nm) light source, and (4) measurements of the angular distribution of ionic
fragments using the velocity map imaging technique [63]. The interaction energy
W for NO in relatively high dc fields is approximated by the first order Stark effect:

W ey Boe—yp M _
WW=—<pu E>= MEj(jJrl)_ nE < cosf > (3.2)
Here, m and 2 are the projections of total angular momentum j onto the space-fixed
z-axis (defined along electric field E) and on the internuclear axis, respectively,
is the permanent dipole moment, and 6 is the angle between the permanent dipole
and the laser polarization axis. In Equation 3.2, the internuclear axis points along
the permanent dipole moment, i.e., from the negative towards the positive end of
the molecule. In a hexapole [consisting of six hexagonally-assembled rods to which
alternating negative and positive dc voltages are applied (see Figure 3.1) [142],
molecules with m$ > 0 are in high-field seeking states and are pulled towards
the hexapole rods, while molecules with m{} < 0 are in low-field seeking states
and are pushed towards the center of the hexapole. Without any dc electric field
present, each rotational state of NO consists of a A-doublet, i.e., a symmetric or
antisymmetric linear combination of symmetric top wave functions. In a dc field, the
two components of the A-doublet are mixed and turn into a high-field seeking and
a low-field seeking state. In Hunds case (a), the orientation probability distribution
of these states in a relatively high dc electric field is given by

W(0) = |V} mal® = |d, o(0) (3.3)
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Figure 3.1: Schematic representation of the experiment. NO molecules are state-
selected using a hexapole and oriented in the 13 kV /cm extraction field of a velocity
map imaging spectrometer. They are dissociatively ionized using femtosecond XUV
radiation or 400/800 nm radiation from an intense femtosecond Ti:Sa laser. The
laser polarization is tilted with respect to the detector axis, so that ions moving
upwards or downwards after the dissociation can be distinguished.

For low- and high-field seeking states with j=1/2, it follows that

1—cos®

W (cos0) = % forj=1/2,m = =+1/2,Q = F1/2,low — field seeking
1 6

W(cos0) = ¥ forj=1/2,m = =+1/2,Q = £1/2,high — field seeking

(3.4)

Molecules in the low-field seeking state that are placed in a dc orientation field
orient with their negative end towards the negative electrode. To determine which
side of the molecule this corresponds to, dissociative ionization in combination with
angular-resolved mass-spectrometric detection can be used (see Figure 3.1), pro-
vided that the orientation is not altered by the laser and that the dissociation
process occurs on a time scale that is much shorter than the rotational period of
the molecule (10 ps). In the experiment (see Figure 3.1), a mixture of 10% of NO
in Ar (1.6 bar) expanded from a General Valve operated at 15 — 25 Hz. Following
a d=1 mm collimator placed at 5 cm from the nozzle, the beam entered a hexapole
state selector, placed 25 cm further downstream. The inscribed radius and the di-
ameter of the 1 m long hexapole rods [143] were both 4 mm. Using a 10 kV voltage
difference between the hexapole rods, selected NO molecules were focused into a
velocity map imaging spectrometer (VMIS) [63], placed 30 cm downstream. The
VMIS consisted of an extraction region, a drift region, and a dual microchannel
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Figure 3.2: 2D Velocity maps for N fragments from dissociative ionization of
oriented NO by a fs XUV pulse, with a) a = +45° and b) o = —45°. The difference
between a) and b) is shown in ¢). Figure d) results from integration along the y
axis of ¢). For @ > 0, the Nt fragments are more abundant in the left part of a),
indicating that in the oriented NO sample, the N-atoms face the negative electrode.
This is consistent with the negative charge of the dipole being on the N-atom. The
central dot in the images is due to partial detection of NO™ caused by the DC
component of the time dependent voltage applied to the MCP.

plate detector (MCP) followed by a phosphor screen and a camera system to record
the positions of ion impact. In the VMIS, the NO molecules were oriented by the
applied 13 kV/cm extraction field and dissociatively ionized. The polarization axis
of the laser was tilted with respect to the detector axis. Consequently, an asymme-
try in the recoil velocity distribution of the fragment ions caused by orientation of
the parent molecule (with respect to the detector axis) leads to an asymmetry in the
fragment velocity distribution in the plane of the velocity map imaging detector (see
Figure 3.1). We note that the measured 2D distribution is determined both by the
degree of orientation and by the dependence of the dissociative ionization process
on the angle of the internuclear axis of the molecule with the laser polarization.
Our temporal resolution did not allow determination of the molecular orientation
from flight time differences (~ 1 ns) for fragments initially moving towards or away
from the detector. To distinguish N9+ and Q9" (with ¢ being the charge state), a
fast Kentech SPSV (12 ns, -1 kV into 50 Q) pulse-generator was used to gate the
frontside of the MCP detector. A positive dc voltage was applied to the backside of
the MCP detector. Hence, for a duration of (at most) 12 ns, the detector operated
at full gain, whereas outside this time window, the detector operated at a gain that
was reduced by approximately 3 orders of magnitude, allowing selective detection
of N9t or Q9+,
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Figure 3.3: 2D Velocity maps for detection of N2t and O?* fragments resulting
from dissociative ionization of NO by an intense 50 fs 800 nm pulse with a = +20°.
Figures a) and b) show N2t results with the hexapole on a) and off b), while
c¢) and d) show this information for O**. Figures e), ), g), and h) result from
integration along the y-axis of the velocity maps shown above. With the hexapole
off, the N?T and O%* fragments are symmetrically distributed. With the hexapole
on, N2t appears predominantly on the left and O?>* predominantly on the right.
This indicates (see Figure 3.1) that in the oriented NO sample, the N-atom faces
the negative electrode and is consistent with the negative charge of the dipole being
on the N-atom.

3.3 Probing the orientation of NO molecules using
infrared, visible and XUV light

In Figure 3.2, 2D velocity maps are shown for detection of NT resulting from XUV
dissociative ionization. To generate the XUV, a 2 mJ 50 fs Ti:Sa laser was focused
onto a pulsed Ar jet using a 1 m lens. The divergent XUV beam, containing a
superposition of harmonics, intersected the NO beam at right angles. The intensity
of the Ti:Sa laser at the interaction region was 3-4 x101Y W/cm?, i.e., too low to
influence the dissociation. Velocity maps were recorded with the XUV polarization
at o = & 45° with respect to the dc electric field axis and show that the N ions
favor an "upward” recoil, consistent with the N-end of the molecule being negative
and the O-end being positive (N~O™). The absence of detectable O fragments
suggests that Nt 4+ O and Nt 4 O~ were predominantly formed. O~ ions were
observed, but not in sufficient quantities to allow measurement of a velocity map.
Experiments were also performed using intense 400 and 800 nm light from the same
fs Ti:Sa laser. Figure 3.3 shows N2t and O2?* velocity maps obtained by Coulomb
explosion of NO at 800 nm, using < 4 mJ 50 fs Ti:Sa laser pulses focused with a
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20 cm lens. The 800 nm experiments show the effect of geometric and/or dynamic
alignment [126]. Strong field ionization processes tend to favor molecules that are
aligned along the polarization axis of the ionizing laser (”geometric alignment”).
In addition, molecules experience a torque and are dynamically aligned [144, 145].
While dynamic alignment facilitates the visibility of the orientational asymmetry,
it is a possible source of error if the laser system contains prepulses. Given that
the production of N2* and N2?* ions by Coulomb explosion requires intensities
of O(10'*W /cm?), prepulses with an intensity of ~ 0.1% of the main peak are
sufficient to alter the molecular orientation before it is probed [146, 147]. Indeed,
we have observed that at 800 nm, the observed asymmetry disappears when the
peak intensity at the focus of the laser becomes too high.

In Figure 3.3, a comparison is presented of N>t and O%* velocity maps at 800 nm
with the voltage on the hexapole rods turned on or off. In the former case, the NO
molecules are state-selected and the experiment uses an oriented sample, while in the
latter case, equal numbers of high-field seeking and low-field seeking NO molecules
are present in the laser focus which orient in opposite directions. Consequently,
no net orientation is expected and no asymmetry is observed. Conversely, when
the hexapole state-selector selects low-field seeking states, the signal increases by
an order of magnitude, and a pronounced asymmetry is observed, which confirms
the orientation of the NO molecules with the N-side towards the negative electrode.
To alleviate the problem of dynamic alignment by prepulses, further experiments
were performed using the 2% harmonic of the fs Ti:Sa laser at 400 nm, generated
by using a 1 cm KDP crystal (7py ~ 750 fs < Ty.¢). Figure 3.4 shows N2+
and O%t velocity maps from experiments where the 400 nm polarization was at
a = +30° and a« = —30° with respect to the dc electric field axis. The influence of
dynamic and/or geometric alignment is again visible. However, since 2"¢ harmonic
generation is a nonlinear process, the influence of prepulses no longer needs to
be considered. The results in Figure 3.4 show once more that the low-field seeking
states selected by the hexapole orient with the N-side towards the negative electrode,
confirming our conclusion that in the dipolar NO molecule the negative charge is
on the N-end and the positive charge is on the O-end. Hence, all three experiments
rule out that an error in the sign of the dipole moment of NO is responsible for
the long-standing discrepancy between experimental and theoretical results on the
orientation dependence of Ar-NO, He-NO and D5-NO collision experiments.

3.4 Conclusion

Our experiments open a new chapter in experimental work on strong field manipu-
lation of the external degrees of freedom of molecules. In the last decade, significant
progress has been made on strong field molecular alignment, where the state-of-the-
art is now 3D alignment of cold molecules under field-free conditions [148]. Sakai
and co-workers have so far obtained the only results on molecular orientation [149].
However, their method is only suited for relatively heavy molecules that orient
in low electric fields and a very modest degree of orientation was observed. In
our experiment, the use of a hexapole introduces the possibility to perform strong
field alignment and orientation experiments with a state-selected molecular beam,
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Figure 3.4: 2D Velocity maps for N>+ and O?* fragments resulting from dissociative
ionization of oriented NO by an intense 750 fs 400 nm pulse. Figures a) and b)
show N2 results for a) @ = +30° and b) a = —30°, while (c) and (d) show this
information for O%*. Figures e), f) g), and h) result from integration along the y-axis
of the results shown above. For a > 0, the N2* fragments appear predominantly
on the left and the O?* fragments predominantly on the right, while for a < 0, the
situation is reversed. This indicates (see Figure 3.1) that in oriented NO molecules,
the N-atom faces the negative electrode and is consistent with the negative charge
of the dipole being on the N-atom. Similar to Figure 3.2, the central dot in the
images is due to partial detection of NO* caused by the DC component of the time
dependent voltage applied to the MCP.

thereby improving the degree of alignment and orientation that can be achieved
and providing experimental access to the full quantal information of an alignment
or orientation process. [148].
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Attosecond ionization of O

molecules in the presence of an
IR-field

O, molecules are ionized by an attosecond pulse train in the presence of a mod-
erately strong IR-field. The ionization by the attosecond pulse train occurs into
various dissociative ionization pathways. A dependence of the yield and angular
distributions of the ion fragments on the phase of the IR field at the time of ion-
ization is observed. The experimental observations are understood in terms of an
IR-field induced coupling between electronic states in the molecular ion. The ob-
served dependence of the fragment ion yield is explained in terms of a constructive
or destructive interference of two ionization pathways that involve two molecular
ion states, that are coupled by the IR field.

4.1 Introduction

The instantaneous response of matter to incident light in the visible to ultra-violet
wavelength region occurs on the attosecond timescale [150]. Hence electronic ex-
citation processes such as the removal of an electron can lead to ultrafast charge
re-arrangement and migration processes. The occurrence of ultrafast charge mi-
gration in mid-size molecules of chemical and biological interest on the attosecond
to few-femtosecond timescale has been theoretically predicted [49, 151]. A crucial
task that lies ahead is the experimental validation of these predictions, by prob-
ing the electron dynamics in real time. So far all available evidence for ultrafast
charge migration processes has been indirect. Charge migration has, for example,
been implicated in experiments where peptide ions dissociated in a bond-selective
manner after ionization [152], as well as in high-harmonic generation (HHG) experi-
ments where the measured extreme ultra-violet (XUV) spectrum as a function of the
alignment of the molecule with respect to the laser polarization axis reveals an inter-
ference between contributions involving different ionic electronic states [153, 154].

In the past decade, two experimental techniques have emerged in the ultrafast laser
community that allow one to address rapid electron dynamics in molecules. On the
one hand, attosecond pump-probe spectroscopy based on the formation of attosec-
ond light pulses by means of HHG has been developed [8]. Attosecond laser pulses
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have been applied in pioneering experiments on atoms, molecules and condensed
matter [26, 47, 50]. On the other hand, the emergence of free electron laser (FEL)
facilities like FLASH in Hamburg [51] and the LCLS at Stanford [55, 155], opens
new opportunities to address molecular dynamics with XUV & X-ray pulses with a
duration that can be as short as a few femtoseconds.

In the context of these developments, it becomes of crucial importance to address
the question how, in an attosecond or few-femtosecond time-resolved experiment,
electron dynamics can be revealed. Previously we have reported on a measurement
of laboratory frame fragment asymmetries (i.e. an in-balance between the number
of fragment ions that fly upward or downward along the laser polarization axis) that
arises in a two-color XUV + IR pump-probe experiment on Hs and D2, and that
is indicative of electron localization [50]. More recently the effect of the IR field
on the XUV ionization of Hy and Dy molecules was measured. The fragment ion
yield was observed to depend on the delay between the XUV and IR pulses and was
explained by IR-induced coupling of two ionic states.

We report in this chapter on experiments where Oy molecules were exposed to a
moderately strong infrared field and ionized by a synchronized attosecond pulse train
(APT). Angle- and kinetic energy resolved measurements of O fragments that re-
sulted from dissociative ionization of O9 revealed a sensitivity of both the fragment
ion yield, the fragment ion kinetic energy distribution and the fragment ion angular
distribution to the IR field strength at the time of ionization. This shows that the
ionization by the attosecond pulse train was sensitive the time-dependent polariza-
tion induced by the IR-field and that they can be used to probe such dynamics. Our
results support the notion that attosecond pulses can be used to monitor prompt
electron dynamics following photo-excitation and/or photo-ionization [49, 150, 151].

4.2 Experimental methods

In the experiment the output of a 3 KHz Ti:Sa laser, producing 2 mJoule/pulse
with a full-width-at-half-maximum (FWHM) duration of 30 fs (linear polarization,
A = 780 nm) was equally split into two beams. One beam was used to generate
an XUV attosecond pulse train (APT) by high-harmonic generation in Xe. The IR
field and lower-order harmonics were filtered out using a 200 nm aluminium filter.
The resulting spectrum consisted of harmonics 11-21 of the driving laser frequency
and the spectrum extended from 17.5 eV-33.4 eV. The other beam was time-delayed
with attosecond precision and co-linearly recombined with the XUV using a drilled
mirror. The XUV and IR beams were focused into the interaction region of a veloc-
ity map imaging spectrometer, [63] where Oy molecules are introduced by a pulsed
valve that was integrated into the repeller electrode [120]. Fragment ions resulting
from (two-color) dissociative ionization were projected onto a two-dimensional de-
tector consisting of a stack of microchannel plates (MCPs), a phosphor screen and
a camera system. The three-dimensional momentum distribution of O fragments
was determined using an inversion procedure. The IR intensity was chosen such that
no ionic fragments are detected in the presence of the IR pulse only and estimated
to be on the order of 5 x 10?W /cm?.
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Figure 4.1: a) OT kinetic energy spectrum, resulting from XUV only ionization
(red dashed line), along with the kinetic energy spectrum for XUV + IR ionization,
averaged over one full period of the XUV + IR delay (solid black line). The kinetic
energy spectrum for Fi < 0.5 eV is plotted in the inset and shows various sharp
features on top of a broad contribution. b) Dependence of the angle-integrated
kinetic energy spectrum on the time delay between the XUV and IR pulses. The
fragment yield oscillations for the individual channels, resulting from an energy
integration (AE = 0.2 eV) of b) are shown for Ex = c) 2.9 eV d) 1.9 eV, e) 0.9 eV
and f) 0.4 eV. The accompanying time-dependence of the S(Ej,t), describing the
fragment ion angular distribution is shown in g-j). In the experiment it is found
that the period of half the IR-cycle did not exactly match the periodicity of the
yield oscillations, due to thermal drifts in the interferometer. The delay-axis is
adjusted to accommodate two yield oscillations within one optical cycle of the IR
field. The dotted lines are spaced by a half period of the IR cycle and coincide with
the maxima in the fragment ion yield in the Fj, = 1.9 and Fj = 2.9 eV channels.

4.3 Results
4.3.1 XUV ionization of O,

Prior to discussing the two-color results, a basic understanding of the XUV only
ionization of O molecules is useful. The angle-integrated kinetic energy spectrum of
O fragments, resulting from ionization with only the XUV pulse is shown in Figure
4.1a (red dashed line). The relevant potential energy curves of the OF molecular
ion are shown in Figure 4.2.

The photoion spectrum in Figure 4.1a contains four main contributions around Ej,
=0-0.1,0.9, 1.9 and 2.9 eV. Based on available literature [156, 157] the contribution
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Figure 4.2: Potential energy curves for the O molecular states. The energy scale
refers to the O2 ground state and the Franck-Condon region is indicated by vertical
dashed lines. Data taken from [156].

at Ej, = 0.9 eV is assigned to dissociative ionization pathways (DPI) via the B*X;
state and the contributions at Ey = 1.9, 2.9 eV are assigned to DPI via the c*X
state of the molecular ion. Zooming in on details in the photoion spectrum, we
observe sharp subfeatures around Ej = 0.9 and 1.9 eV and these are attributed to
dissociation from specific vibrational states of the B®X; (v = 0-3) state and the
c4¥y (v = 0,1) state.

When we concentrate on the lower-energy region of Ej, = 0-0.2 eV, which is shown in
the inset in Figure 4.1a, we observe sharp features that can be associated with DPI
from the O3 (3°I1y, 4s0) [156, 158], b*X; and B?Y, states [156]. In addition, a
broad contribution in kinetic energy (Ej, ~0-1¢eV) is due to DPI from the 3 211, state
[156]. We note that minor contributions to the fragment ion kinetic energy spectrum
may be due to additional dissociative ionization pathways involving higher-lying
ionic states and/or the excitation of excited neutral states followed by dissociation
and autoionization [159].

4.3.2 XUV + IR ionization of O,

The O kinetic energy spectrum for XUV + IR ionization, resulting from averaging
over a range of delays corresponding to a full cycle of the IR field, is shown in Figure
4.1a (solid black line). The photoion spectrum shows an increase in the fragment
ion yield over a large range of kinetic energies. This increase is maximal for the
contributions centered at Ej = 1.9 and 2.9 eV (c*%; state), which are enhanced
by a factor of 2.
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The sub-cycle dependence of the effects introduced by the IR field can be observed
Figure 4.1b, where the angle-integrated kinetic energy spectra are plotted as a func-
tion of the XUV-IR delay. Clear oscillations in the yield of various DPI pathways
are observed. We will now concentrate on a selection of contributing DPI pathways.
Figure 4.1c-e show the delay-dependence of the angle-integrated yields of the frag-
ment ion channels involving the B*X; (Ej = 0.9) and ¢*¥; (B, = 1.9 and 2.9
eV) states. In addition an energy-integration around Ej = 0.4 €V is shown, which
predominantly contains contributions involving the 3 2II, state.

In all of the chosen DPI channels, the oscillations in the fragment ion yields have
a period that is half the period of the IR cycle. The experiments therefore sug-
gests that the fragment ion distributions are sensitive to the instantaneous IR in-
tensity /field strength at the moment of ionization by the XUV pulses. Since the
experiment is performed with an APT that contains two attosecond pulses per op-
tical cycle, a possible dependence on the sign of the laser electric field cannot be
revealed in these measurements since consecutive pulses in the train are overlapped
with the same instantaneous IR intensity but with an opposite sign of the electric
field. Interestingly, the fragment ion yield for XUV + IR ionization is higher than
for XUV only ionization, independent of the XUV-IR delay. This suggests that
additional dissociative photoionization pathways that are induced by the IR-field
may play an important role.

To explain the observed IR-induced effects on the ionization by the XUV one needs
to consider whether the effect of the electric field of the IR is primarily affecting the
neutral (initial) or the ionic (final) state. By analogy with the existing literature on
Rydberg wavepacket dynamics [160], we expect that the formation of coherent su-
perposition of states in the neutral molecule (which in ions leads to charge migration
[49, 151]) might show up in the experiment through time-dependent variations in
the total O* and OF ion yields. At the same time, we expect that couplings that are
induced between ionic states may lead to time-dependent variations in the ion yield
from specific fragmentation channels. In the present experiment, measurements of
the OF yield showed no delay dependence in excess of the existing experimental
fluctuations of 1 — 2%. The experimental data therefore seem to support the latter
interpretation.

We will concentrate the analysis on the four selected channels. The contributions
related to the ¢c4X; (Ey = 1.9 and 2.9 eV) and the 3 2II,, (E; = 0.4 eV) molecular
ion states, oscillate in phase with each other. The delay dependence of the con-
tribution related to the BZEg state (Ex = 0.9 eV) shows a hint of an oscillation.
However, the small modulation depth (~ £2%) precludes a clear resolution of this
oscillation against the inherent experimental fluctuations (£ 1 — 2%). To the ex-
tent that it can be determined, the data of the Ep = 0.9 eV channel seems to be
out-of-phase with the oscillations in the Ep = 0.4, 1.9 and 2.9 eV channels.
Following the interpretation that a coupling of ion states can result in the observa-
tion of yield oscillations in the different fragmentation channels, we will concentrate
on possible couplings induced by the IR-field.

In considering possible couplings between molecular ion states by the IR-field, it
is important to realize that these IR-induced couplings occur during the ionization
by the XUV field. Therefore couplings between molecular ion states with different
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Figure 4.3: a) Schematic illustration of XUV + IR ionization of neutral Oy with
gerade-parity to two molecular ion states (A4, B) with an accompanying electron e.
XUV ionization (blue arrows) can lead to a O + e~ state with total ungerade par-
ity. The OF + e~ state with total gerade parity can be accessed by the IR-induced
coupling, by a change in the parity of the molecular ion (diagonal red arrows) or
the continuum electron (horizontal red arrows). b) XUV + IR ionization of Oq
molecules with a triplet (sp, = 1) ground state. XUV ionization of an electron in
the highest occupied orbital (HOMO) can lead to a molecular ion state with doublet
spin multiplicity (sjon = 3) and a continuum electron (green bar) with parallel spin
(se = %) XUV ionization of an electron in the HOMO-1 orbital can lead to an ion
state with quartet spin multiplicity (S;on = %), accompanied by a continuum elec-
tron with an opposite spin (s, = —%) IR-induced couplings between molecular ion
states with different spin symmetry are excluded as this would require a spin flip of
a bound and a continuum electron. ¢) Schematic illustration of the symmetry of the
neutral — molecular ion + electron transition for XUV + IR ionization. In the left
panel, the ionization of the Oy X, state to the molecular ion states, accompanied
by an electron wave with o, 4, symmetry, is respectively a parallel or perpendicular
transition if the ionic state has X, ,, or Il , symmetry. Ionization from the neutral
X, to the X, ,, or II, , molecular ion state, but accompanied by a m, , wave (right
panel), is respectively a perpendicular or parallel transition. IR-induced couplings
between molecular ion states with different electron wave symmetries are not taken
into account (red dotted arrow).

continuum electrons cannot be excluded. This is illustrated in Figure 4.3a where we
consider that in a dipole transition, the parity of the initial and final state should be
opposite [161]. In other words, only transitions between gerade <> ungerade states
are allowed. In the schematic diagram in Figure 4.3a XUV ionization of the neutral
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02 molecule with a gerade ground state can form an OF + e~ state with total
ungerade parity. The molecular ion state (indicated by A or B) can have gerade or
ungerade parity accompanied by a continuum electron with respectively ungerade or
gerade parity. When we consider couplings induced by the IR field in the molecular
ion, couplings between molecular ion states with opposite parity are allowed when
the parity of the continuum electron is preserved (red diagonal arrows). Conversely,
couplings between ion states with similar parity (red horizontal arrows) are only
allowed when the continuum electron undergoes a parity change.

Likewise, we can apply the selection rules to the spin multiplicity of the neutral
— O;r + e~ transition and to the coupling of molecular ion + e~ states by the IR
field. By selection rules, the total spin of the system needs to be conserved (AS = 0)
[161]. A schematic diagram is shown in Figure 4.3b. The neutral O molecule has
two unpaired electrons with parallel spins in the highest occupied molecular orbital
(HOMO) and 4 paired electrons in the HOMO-1 orbital. The neutral O2 molecule
therefore has a triplet spin multiplicity (so, = 1). XUV ionization (blue arrows in
Figure 4.3b) can lead to an OF + e~ state with total s = 1 and where the molecular
ion has doublet spin multiplicity (s;on = %7 dark grey bars) and the continuum elec-
tron is in a parallel spin state (s = ) (green bar). XUV ionization can also lead to
an O;r ion with quartet spin multiplicity (sion = %)7 accompanied by a continuum
electron with an opposite spin (s, = —%) When we consider possible couplings of
molecular ion states by the IR field we exclude couplings that would require a spin
change of two electrons. This means that couplings between molecular ion states
with different spin symmetry by the IR-field are excluded (red arrow).
Summarizing, couplings between molecular ion states with similar and opposite par-
ity are possible when the continuum electron is taken into account and is allowed
to undergo a change in parity. On the other hand, only couplings between molec-
ular ion states with similar spin multiplicity are allowed. Applying these rules to
the current experiment, we can expect that the ¢*¥; state is coupled to a state
with a quartet spin multiplicity, for which the b"i)g and a*Il, states are possible
candidates [156]. Likewise, the B QEg_ and 3211, states are expected to couple to a
molecular ion state with doublet spin multiplicity. Interestingly, the yield oscilla-
tions in the channels related to these states oscillate out-of-phase with each other
and therefore suggest a coupling of the B QEg and 3 211, states. However, a coupling
of these states to the bound X 2l'Ig or A 2II, states cannot be ruled out.

Delay-dependent angular distributions

In addition to the IR-induced effects in the fragment ion yield, delay-dependent
changes are also observed in the O fragment angular distributions. The fragment
ion angular distribution is well described by P(E, cos(), t) ~ 1 + S(E, t) Pa(cos(9)),
as higher-order terms in P(E, cos(f)) are found to be negligible. The S-parameters
for the previously selected DPI channels are plotted as a function of delay in Figure
4.1g-j. Similar to the delay-dependence of the fragment ion yields, oscillations in
the S-parameter are observed for all the selected channels with a period of half the
IR period.

From the delay-dependence of the S-parameter additional information about the
molecular ion states that are involved in possible couplings by the IR-field can be
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extracted. In the axial recoil approximation, the S-parameter of the ion angular dis-
tribution is directly related to the symmetry of the neutral — ion + e~ transition.
A dominant contribution of a parallel transition is reflected by an ion angular dis-
tribution that is peaked along the laser polarization, which corresponds to a 8 >0.
Likewise, a dominant contribution of a perpendicular transition will be reflected by
an ion angular distribution that is peaked perpendicular to the laser polarization,
which corresponds to 8 < 0.

The symmetry of the transition depends on the symmetries of the initial and final
state, which in the case of photoionization are the neutral state and the molecular
ion + electron state. The total symmetry of the final state therefore also includes
the symmetry of the continuum electron. This is schematically illustrated in Figure
4.3c.

The O3 ground state is a Y,-state. If the ionic state under consideration is a ¥, or
Y.u-state then the E;e“tml — E;‘fﬂ transition will be a parallel transition when the
accompanying continuum electron is a wave with o, 4 symmetry. If the continuum
electron is however a wave with m, , symmetry, then the deu”al — Ego’ﬁ transition
is a perpendicular transition. Note that in this discussion we restricted ourselves to
electron waves with o or m symmetry for reasons of brevity. The contribution of §
electron waves in the photoionization of Og has also been reported [162]. For the §
electron waves, the same argument holds as for the o electron waves, i.e. a transition
from the neutral to the E;O’Z, accompanied by a d,,4 is a parallel transition. The
electron waves can be described by their partial waves in terms of their I quantum
numbers. Electron waves with gerade parity are described by the [ = even orders
(s and d partial waves) and electron waves with ungerade parity are described by
the | = odd orders (p and f waves) [162].

When the ionic state under consideration is a Il ,-state, then the Ege“”“l — H;?Z
transition will be a perpendicular transition when the accompanying continuum
electron is an electron wave with o, 4 symmetry and will be a parallel transition
when the electron wave has 7, , symmetry.

Calculations on single-photon ionization of Oy molecules with energies hv <30 eV
[163] show that the Ege“”“l — E;’Z transitions are characterized by a positive -
parameter and hence are parallel transitions. For the de“"“l — H;‘:Z transitions,
calculations yield a negative S-parameter which reflects the dominant contribution
of a perpendicular transition [162, 163].

However in the current experiment, the XUV photoionization takes place in an IR
field, which can induce couplings among the molecular ion + electron states. Similar
to the case of XUV ionization, one can deduce the symmetry of the coupling by the
IR-field from the symmetry of the initial and final molecular ion + electron state.
This is schematically illustrated in Figure 4.3¢, where the coupling by the IR-field
between different states is shown by red arrows.

Let us consider the coupling between two molecular ion states which we indicate
by A and B. The coupling between the A X, , + 0,4 molecular ion + electron
state to the molecular ion state B ¥, ,, accompanied by a o, , partial wave, will
be a parallel transition. Conversely a coupling of the A 3, ., + 0, 4 molecular ion
+ electron state to the same B Y, ; ionic state, but now accompanied by a my 4
partial wave will be a perpendicular transition (dotted red arrow). In the following
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discussion, we assume that couplings that involve both a change of the molecular
ion state and of the outgoing electron partial wave are less important compared to
couplings that only require a change in the state of the molecular ion. We therefore
only take couplings between molecular ion states into account that have the same
symmetry of the electron partial wave. It is important to note that for increasingly
high IR intensities, multiple IR-induced dipole transitions start to contribute and
this assumption becomes invalid.

In our picture, a coupling between molecular ion states with the same symmetry by
the IR field is favored for molecules aligned parallel to the laser polarization. Then
an increase in the ion fragment yield, as a result of the IR-coupling, is expected to
be accompanied by an increase in the pg-parameter. Conversely couplings between
molecular ion states with different symmetry will be favored for molecules aligned
perpendicular to the laser polarization. In this case an increase in the fragmentation
yield is thus expected to be accompanied by a decrease in the g-parameter.

In the experimental results, we find for the Ey, = 0.4 eV channel, the oscillations
in the fragment yield and B(F,t) are in-phase (Fig. 4.1f,j). Following the previous
assignment of this channel to dissociative ionization of the 3 2II, state and includ-
ing only states with doublet spin multiplicity based on selection rules, implies a
coupling to a state with a ?II symmetry. The X 2II, and A %II, states meet these
requirements. These are bound ionic states and therefore do not show up in our
O™ spectrum. On the other hand, the fragment yield and 3-parameter oscillations
for the Fy = 0.9 eV channel, related to DPI from the B2Eg state appear to be
out-of-phase (Fig. 4.1e,i), although a clear phase relation between the two cannot
be determined. Accordingly, the data suggests that the BQEg state is coupled to
a state with 2II symmetry. Based on the in-phase oscillations of the yield and 3-
parameter of the 3211, state, we regard that a coupling of the B 22; state to the
3211, state is not a dominant contribution. The BQEg is possibly coupled to the
bound X 2Hg or A2II, states.

The oscillations in the fragment yield and S-parameter for the Ej, = 1.9 and 2.9
eV channels are clearly in-phase (Fig. 4.1c¢,d,g,h). This suggests a coupling of the
c?Y7 state to a state of *¥-symmetry. The b42g state meets this condition and
dissociates only to a minor degree, forming fragment ions with Fj < 0.2 eV. An
integration in this kinetic energy region did not reveal a well resolved oscillation,
which is attributed to overlapping contributions from different DPI pathways.

XUV + IR ionization in a 3-level system

In the previous paragraph, we suggested that the selected dissociative molecular
ion states are coupled to bound molecular ion states by the IR-field. In this section
we now concentrate on developing an intuitive understanding of the mechanism,
responsible for the observed oscillations in the fragment ion yield. A simplified
model is used that is based on a model used in the work on D2 molecules [164] and
explains the dependence of the XUV + IR ionization on the delay between these
two pulses.

The molecular system is described by a neutral ground state ¢y and two ionization
continua with ionization thresholds of I, ; and I, ».
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Figure 4.4: Results for calculating the photoelectron spectra for two-color ionization
in a simplified three-level system. Photoelectron spectrum as a function of the
XUV - IR delay for the a) first ionization continuum, related to the b42g state
and b) the second ionization continuum, related to the c*X7 state. The spectrum
resulting from XUV only ionization was subtracted to illustrate the sidebands more
clearly. The residual straight lines are due to a small difference in the kinetic energy
of the photoelectrons that are the result of XUV only ionization and XUV + IR
ionization. The difference in kinetic energy is attributed to a change in the ionization
potential in a moderately strong IR field. Total ionization yield for the c) b42g
and d) ¢*X7 ionization continuum, obtained by summing over the full photoelectron
energy range. e) A schematic illustration of XUV + IR ionization in a system that
contains the O neutral ground state and two ionization continua that are related
to the b*%, and ¢*X states. The diagram explains the appearance of sidebands
in the second ionization continuum (shown in Fig 4.4b). XUV ionization (blue
arrows) by the odd harmonics yields the straight lines in the photoelectron spectra
shown in a) and b). Couplings between the two ionization continua by the IR field
(diagonal red arrows) results in the sidebands at positions in between the lines that
arise from ionization by the odd harmonics. Couplings within the same continuum
by the IR field (vertical red arrows) will also result in the observation of sidebands,
as observed in RABBITT experiments, but does not lead to a delay-dependence of
the total yield.

The wavefunction U(t) is written as:

U(t) = G(t)o + /deAl(e,t)wLE + /dCAQ(E,t)’po_re (4.1)

o is the ground state of the neutral molecule and ; ¢, 12  are continuum states
with photoelectron energy e belonging to the first and second ionization continua
with I 1 and Ip 2. Ai(e,t) and As(e,t) are the time-dependent amplitudes of the
above mentioned continuum states. The time-dependent population in the contin-
uum states are calculated by inserting the wavefunction in equation 4.1 into the
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time-dependent Schrodinger equation (TDSE). The model calculates the ionization
probability to the two continuum states as a function of the photoelectron energy
and the XUV - IR delay, resulting in a delay-dependent photoelectron spectrum.
The yield of a particular molecular ion state equals the total yield in the photoelec-
tron spectrum related to the ionization continuum that belongs to the ionic state.
The calculation is done for fixed nuclei and therefore does not include the dissocia-
tion of the molecule.

In the TDSE calculation XUV-induced couplings between the ground state 1y and
the two ionization continua 1,12  are included in the Hamiltonian. IR-induced
couplings are considered to be present between the two ionization continua 1 .
and 12 . Couplings within the same ionization continuum and couplings between
continuum states 91 ¢, 92 e with € # €' are neglected, to simplify the calculation.
The model therefore only includes two molecular ion states and we restrict the
following discussion to one of the selected dissociative molecular ion states. We
previously suggested that the BQEg and 32II, dissociative molecular ion states
were coupled to the bound X 2Hg or A2Il, states. In addition, the experimental
data also suggested a coupling of the c¥] state to the dominantly bound b42g
state. As the yield and B-parameter oscillations, related to the c¢4X] state, were
clearly resolved in the experimental data, we chose the simulate the coupling of this
state to the b42g’ state. Correspondingly, the ionization thresholds for the ion-
ization continua 1 ¢, 12 . are chosen to simulate the b42g and 0425 states. For
the couplings between the ground state and the two ionization continua, the cross-
sections for ionization in this photon energy range are used [163]. Unfortunately,
the coupling strength between the b42g and c*¥; states was not available. As a
first estimation we chose the coupling strength to be similar to the transition dipole
moment of the two lowest electronic states in the H molecular ion, which can be
approximated by eR/2.

The results of this simple model are plotted in Figure 4.4. The simulated photoelec-
tron spectra as a function of delay between the XUV and IR pulse are respectively
plotted for the first (b*X; state) and second ionization (¢*¥ state) continuum in
Figure 4.4a and 4.4b. Two sets of horizontal lines can be distinguished. The most
intense set of lines corresponds to direct ionization from the neutral ground state to
the first or second ionization continuum by the XUV pulse. Ionization to the b42g
is possible for harmonics H11-21 and these lines in the photoelectron spectrum (Fig.
4.4a) are therefore observed at € = (11 + 2n)wp — I, 1 with n =0 —5. The ¢*X;
state has a higher ionization potential than the b 4Zg state and ionization is possi-
ble for harmonics H17-H21. These lines in the photoelectron spectra (Fig. 4.4b) are
thus observed at € = (17 4 2n)wrr — I, 2. In addition a second set of weaker lines
is observed in the photoelectron spectra that shows a modulation with the XUV -
IR delay. The origin of this second set of lines in the second ionization continuum
¢4¥; comes from a two-color ionization process and is schematically illustrated in
Figure 4.4e. The XUV excites (blue arrows) the molecule to the first continuum and
the IR field (de)-excites it to the second continuum (diagonal red arrows). These
sidebands are observed at € = (16+2n)w;g — Ip2 with n = 0—2. A set of sidebands
is also observed in the first continuum (b*X; state) at € = (124 2n)wrr — Ip,1 with
n = 0 — 4 and is similarly attributed to a two-color ionization process, involving
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Chapter 4. Attosecond ionization of Os in the presence of an IR-field

XUV excitation to the second ionization continuum and (de)-excitation by the IR-
field to the first continuum (not illustrated in Figure 4.4e for reasons of clarity of
the schematic diagram).

The set of sidebands in the first and second ionization continuum are modulated
with a periodicity of half the IR optical cycle. The origin of this modulation comes
from the interference of two possible ionization paths for a specific sideband, namely
by absorption or stimulated emission of an IR photon from a direct ionization pro-
cess to the other continuum by a harmonic order below and above the sideband.
Constructive or destructive interference of the two pathways, depending on the rela-
tive phases of the XUV and IR pulses, leads to a delay-dependence of the sidebands.
Because of depletion also the yield of the direct ionization channels are modulated.
Further evidence for this mechanism is given by the presence of a delay-independent
sideband, observed at € = (22)w;r — Ip1 p2 for both the first and second ionization
continuum. This line is not modulated as there is only one XUV + IR pathway
that contributes to H21 4 IR, since the harmonic spectrum does not contain H23.
By integrating over all photoelectron energies € the total yield of the corresponding
molecular ion state is obtained. The total yields in the ¥ and 5 continua, which
can respectively be related to the ion yields from the bound b 4Zg_ and dissociative
¢4 states, are respectively plotted in Figures 4.4c and 4.4d. A clear modulation
of the total yield is observed with a periodicity of half the IR optical cycle. The
oscillations of the total ionization to the first continuum and second continuum are
out of phase with each other. The small modulation depth of 0.04 % prevents the
measurement of yield oscillations that are related to the b42g_ state.

Similarities to the well-known RABBITT (8] technique are easily recognized. How-
ever a RABBITT experiment involves just a single ionization continuum. When
only a single ionization continuum is present, the couplings within the continuum
result in the appearance of sidebands, which merely leads to a redistribution of the
energy of the photoelectrons. Conversely, in the simple model considered here, the
two interfering pathways involve two ionization continua, i.e. the IR couples two
different ionization continua and a modulation in the total ionization yield into both
of the two continuum states is observed as a function of delay.

A closer inspection of the yield related to the ¢y continuum shows that the domi-
nant contribution of the delay-dependence is attributed to the photoelectron lines
located at € = (11 4 2n)wsg — Ip1, i.e. the direct ionization channels. At the same
time the modulations in the yield in the 15 continuum come from the modulations
of the sidebands in this continuum. The IR field therefore predominantly transfers
population from the first to the second continuum and to a lesser extent from the
second to the first ionization continuum. In other words, the modulations in the
total yields are related to depletion or population of the two continuum states as
a function of delay. An increase in the ratio between the cross-sections for XUV
ionization to the two ionization continua will therefore result in a larger modulation
depth of the oscillations. Another factor that influences the modulation depth of
the total yield is the strength of the IR-induced coupling between the two ionization
continua. As can be expected, increasing this coupling strength will increase the
modulation depth.

The calculated modulation depth in Figure 4.4d, related to the yield oscillations in
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the c4X] state is ~ £1% and is smaller than the experimentally observed modula-
tion depth in Figure 4.1¢,d. A possible reason for this is the underestimation of the
IR coupling strength between the b*X; and ¢*X; states.

In reality couplings within a single ionization continuum are present. This means
that the model does not provide a realistic description of the photoelectron spec-
trum. Including the couplings within the individual continua, in addition to cou-
plings between continuum states, leads to a decreased contrast of the delay-dependent
total photoelectron yield, but qualitatively retains the delay-dependent total pho-
toelectron yield [165].

Despite the simplifications in the present model it provides a rationale for the mod-
ulations in the fragment ion yield observed in the experiment.

4.4 Conclusion

Ionization of Oy molecules by an APT is shown to be affected by the presence of a
moderately strong IR field. Various dissociative ionization channels show oscillations
in the yield as a function of the delay between the APT and the IR with a period
that is half the period of the IR. Besides the yield also the angular distributions of
these fragment ions are found to oscillate with the delay. These oscillations can be
understood in terms of an IR induced coupling between ionic states. A simple model
of the ionization can qualitatively explain the experimental result. The electronic
states that are involved in the coupling can be deduced from the phase-relation
between the yield oscillations of different channels and from the phase-relation be-
tween the oscillations in the yield and the angular distribution (characterized by a
B-parameter) of a single channel. In addition, applying selection rules to the XUV
and IR transitions exclude couplings between molecular ion states with different
spin multiplicities and simplify the analysis. The oscillations that arise due to the
coupling between molecular ion states can be explained in terms of an interference
of two XUV + IR ionization pathways, involving two ionization continua. In a time
dependent picture, one can view the IR-induced coupling of molecular ion states as
a time-dependent change in the orbitals of the ion. In this picture ionization by the
APT can be seen as a probe of this time-dependence with the fragment ion yield
and angular distributions as observables. This is the first time that such effects are
observed in multi-electron molecules.
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Velocity map imaging of atomic
and molecular processes at the

free electron laser in Hamburg
(FLASH)

Velocity map imaging was implemented at the free electron laser in Hamburg
(FLASH). Atomic and molecular photoionization processes were imaged at a photon
energy of 45.55 eV. High quality momentum distributions were recorded for a range
of rare gases (He, Ne, Ar, Kr and Xe) and small molecules (Hy, Do, Oy, No, CO5).
This proof-of-principle experiment illustrates the potential for using velocity map
imaging (VMI) in order to study non-linear ionization and/or dissociation processes
at free-electron laser sources that recently have become available.

5.1 Introduction

The development of extreme ultraviolet (XUV)/x-ray free electron lasers (FELs),
like the free electron laser in Hamburg (FLASH), offers exciting prospects for atomic
and molecular physics research. Free electron lasers like FLASH offer high fre-
quency radiation with a short pulse duration (down to 10 fs [166]) and a high
flux/intensity (several tens of uJ/pulse that can be focussed down to intensities of
~ 106 W/cm?). A tunability of FLASH down to 13.7 nm, with harmonics ex-
tending down to 2.75 nm, has already been demonstrated [166]. This allows for an
extremely wide range of novel dynamical and structural studies. Published exam-
ples already include a first demonstration of diffractive imaging [167] and studies of
atomic and molecular ionization and dissociation at high intensities [53, 168].

In this paper we present experimental results that were obtained in a campaign
where a velocity map imaging spectrometer [169] was installed on the BL2 beam-
line of FLASH. The velocity map imaging spectrometer was placed approximately
1 meter downstream from a COLTRIMS apparatus [170] in which the FEL was
brought to a focus. Thus, while being able to make use of the high photon flux of
the FEL (up to 3 x 102 photons/pulse at a photon energy of 45.55 eV), the present
experiments do not yet make use of the high peak intensity that can be generated.
Nevertheless, the experiments are a first demonstration of the utility of velocity
map imaging spectrometers at free electron lasers and pave the way for experiments
involving non-linear ionization and/or dissociation, which will be attempted shortly.
The velocity map imaging technique provides a 100% collection efficiency and allows
for high count rates. It thus provides detection characteristics that combine very
favorably with the high brilliance of FLASH.

One of the main opportunities provided by a facility like FLASH is that it readily
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Figure 5.1: A schematic illustration of the experimental set-up. The focus of FLASH
was approximately 1 m before the center of the interaction region. Photoelectrons
or ionic fragments formed at the crossing point of the laser beam and the molecular
beam were accelerated by the static electric field towards a dual MCP /phosphor
screen assembly, where their impact was registered by a CCD camera.

allows to perform ionization and dissociation experiments involving non-linear pho-
toabsorption. Ionization in strong laser fields has traditionally been investigated
using low-frequency laser sources [7] where the laser frequency w < the ionization
potential I, of the target atom/molecule. Ionization then proceeds by multi-photon
ionization or by means of tunneling. Both involve the removal of multiple photons
from the laser field. The transition between multi-photon ionization and tunneling
occurs around conditions satisfying v = (I,/2U,)"/? 2 1, where v is the Keldysh
parameter, and where U, = Elager”/4w? (a.1.) is the ponderomotive energy. For
~v < 1 the ionization occurs by means of tunneling. A facility like FLASH allows to
extend studies of non-linear ionization to a regime where w > I,. Under this con-
dition significant changes in the dynamics of strong field ionization are anticipated.
The w2 scaling of the ponderomotive energy suggests a greatly diminished role of
field ionization in favor of a multi-photon ionization mechanism. Furthermore, sta-
tionary phase arguments dictate that the radial momentum of the electron before
and after photoabsorption is the same, favoring photoabsorption at small distances
of the electron from the nucleus, and hence, of inner-shell electrons. One of the first
experiments at FLASH where optical non-linearities were observed, was ionization
of single xenon atoms. Wabnitz et al. used intensities of ~ 1013W /ecm? at a photon
energy of ~12.7 eV and observed multiple charged ions up to Xe5* by multiphoton
sequential ionization [171]. By using a description in terms of rate equations, which
take into account the simulated FEL pulses and multiphoton cross-sections, Santra
et al. [172] were able to understand the high degree of ionization compared to ion-
ization in the infrared domain. In a recent experiment, where FLASH (operating at
a photon energy of 98 eV) was focused to intensities of ~ 10!W /cm?, even higher
degrees of ionization, up to Xe?!'*, were observed [53]. Similarly, Makris et al.
[54] used rate equations to describe these observations, where the spatiotemporal
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structure of FLASH and multiphoton cross-sections were the necessary components.
Whereas no multi-electron ejection was observed in the former experiment, it was
necessary to take multiphoton single electron as well as multi-electron ejection pro-
cesses into account to explain the remarkable high degree of ionization.

The existence of non-linearities in ionization or dissociation processes is a pre-
condition for being able to study these processes in the time-domain. In time-
domain pump-probe experiments, dynamical processes are commonly initiated by
the absorption and/or emission of one or more pump photons, and evaluated after a
given delay by means of a second interaction involving one or more probe photons.
At present there is considerable excitement in the ultrafast laser community about
the development of XUV attosecond pulses [100, 173]. In the coming years inves-
tigations of electron dynamics on ultrafast time-scales will be possible [22, 26, 174]
providing unique insights into the nature of photo-excitation processes, electron
correlation and the interaction of electronic and nuclear degrees of freedom in pho-
tochemistry. The common technique for generating attosecond laser pulses is high
harmonic generation, where atoms/molecules are exposed to an intense femtosecond
laser, and where harmonics are formed by means of a three-step process consisting
of ionization of the medium, acceleration of the electron in the oscillatory laser field,
and emission of photons in the course of a recombination process [175, 176]. One
drawback of present-day attosecond sources is that they are very weak, typical pulse
energies for isolated attosecond laser pulses being on the order of 1 pJ. Free electron
lasers like FLASH provide an attractive alternative, although the pulse durations
achieved in high harmonic generation remain for the time being unsurpassed. Nev-
ertheless, we consider that there exists an important complementarity between the
emergence of attosecond laser pulses in table-top laboratory-scale experiments and
the emergence of free electron laser facilities, where a joint user community may be
able to accomplish significant progress on both sides.

A technique that has - in the last few years - become very popular in chemical
physics [177] (and in attosecond science) is velocity map imaging [169]. In VMI,
ions or electrons are formed at the crossing point of an atomic/molecular beam
and one or more laser beams. The ions or electrons are accelerated towards a two-
dimensional detector that usually consists of a dual micro-channel plate followed by
a phosphor screen and a camera system. Since the extraction ion optics are designed
so that the position on the camera is almost exclusively dependent on the velocity of
the ion or electron, and hardly on the position where the ionization event took place.
Hence, velocity map imaging measures a 2D projection of the 3D electron or ion
velocity distribution that is formed in the experiment. If the experiment contains
an axis of symmetry in the plane of the detector, as is usually the case, the 3D dis-
tribution can be retrieved from the 2D projection. Following the emergence of XUV
attosecond pulses generated by means of high-order harmonic generation, velocity
map imaging has been used to characterize the duration of attosecond pulses [106],
to develop a new type of electron interferometry [129] and to observe interference
in two-color attosecond XUV + few-cycle infrared (IR) ionization [178]. At FLASH
we performed a series of proof-of-principle experiments where we used VMI to study
atomic and molecular single-photon ionization processes. In this chapter results for
a range of small molecules will be discussed.
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Figure 5.2: a) The measured projection of the momentum distribution of electrons
resulting from photoionization of Neon. b) A slice (p,= 0) through the retrieved
3D momentum distribution from the measured projection.
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Figure 5.3: a) A slice (p,= 0) through the 3D momentum distribution of electrons
resulting from ionization of a) Helium, b) Neon, ¢) Argon, d) Krypton and e) Xenon.
f) The electron kinetic energy spectra resulting from angular integration of the 3D
momentum distributions.
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5.2 Methods

5.2.1 Experimental setup

During the measurements, the laser was tuned to operate around 46 eV (A ~ 27 nm)
and delivered pulse trains with a repetition rate of 5 Hz. Each train consisted of
30 micropulses spaced by 4 ps. The pulses had an average energy of 10 pJ and a
pulse duration of 25 fs.

A skimmed atomic or molecular beam was formed by supersonic expansion in a
pulsed gas jet operated at 5 Hz. The target beam intersected the laser beam at
right angles (see Figure 5.1). From here we consider that the laser propagated
along the y-axis and was polarized along the z-axis, while the gas jet moved along
the z-axis. The partial pressure of the molecular beam in the interaction region
was estimated to be on the order of 10~? mbar, low enough to guarantee that
space-charge effects are avoided. Ions or electrons created at the crossing point
were accelerated towards the detector by a static electric field. The ion optics
consisted of a repeller and extractor electrode. For photoelectrons an extraction
field of -1.09 kV/cm was used (Viepeller = =9.00 kV, Voxtractor = =7.15 kV) and the
maximum kinetic energy that could be measured was 60 eV. For the extraction
of ionic fragments, a field of typically 0.37 kV/cm was used (Viepeller = 3 kV,
Vextractor = 2-43 kV). The maximum kinetic energy was then limited to 19 eV. The
impact of the photoelectrons or ionic fragments were registered by a dual micro-
channel plate/phosphor screen assembly, followed by a CCD camera. By applying
a 200 ns gate to the back of the MCP /phosphor detector we were able to select ion
masses and decrease background signals. The gate was synchronized with the last
pulse in the train. In addition an on-line background subtraction was performed by
measuring a background image for each second laser shot.

5.2.2 Retrieving the initial 3D angular and momentum
distribution

In our experiment the laser polarization was in the plane of the detector, providing
a symmetry axis. The measured 2D projection can therefore be used in a numer-
ical inversion procedure, to retrieve the initial 3D momentum distribution [179].
To illustrate the result of this procedure, the measured 2D projection of electrons
resulting from photoionization of Neon is shown in Figure 5.2a and a slice through
the retrieved 3D distribution is shown in Figure 5.2b. A sharp ring is observed at
6.7 x 10715 Ns and corresponds to ionization to the ground state of Ne*.

A calibration of the photon energy and detector settings was performed to determine
the kinetic energy of the fragments. A slice through the momentum distributions of
the electrons resulting from ionization of a range of rare gases (He, Ne, Ar, Kr and
Xe) is shown in Figure 5.3a-e. The electron kinetic energy spectra, resulting from an
angular integration of the momentum distributions, are shown in Figure 5.3f. In the
momentum distributions of argon, krypton and xenon, several rings are observed
that are attributed to inner-shell processes. The photon energy Aw and the calibra-
tion of the momentum scale in the 2D projection, was determined by minimizing
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the differences between the observed and theoretical kinetic energies:

ixel 242
A= Y {hw By - plxo‘j i (5.1)
He,Ne,Ar,Kr,Xe

I, is the first ionization potential and « is a calibration parameter that provides the
conversion from the measured position on the detector (in pixels?) to the energy of
the photoelectron. During the experiments, FLASH was operated around a photon
energy of 46 eV and the photon energy that was determined by this procedure is
45.55 + 0.06 eV. The small standard deviation indicates excellent agreement be-
tween the measurements obtained using the different rare gases. The high accuracy
is at first sight in contrast with the strong shot to shot fluctuations of FLASH [166].
The photon energy is however determined using the peak positions. Fluctuations
in the photon energy will manifest themselves in the width of the peak. The mean
value of the photon energy was therefore determined with an accuracy of 0.06 eV.

5.3 Results
5.3.1 Hg and D2

A slice through the 3D momentum distribution for electrons resulting from pho-
toionization of Dy is shown in Figure 5.4a. In the momentum distribution a ring with
maxima along the laser polarization is observed at a kinetic energy of 30.08 = 0.17 eV.
This corresponds to ionization to the D;‘ ground state (binding energy 15.47 eV).

A slice through the 3D momentum distribution for the Dj ions is shown in
Figure 5.4b. Noting that the momentum distributions of the electrons (Figure 5.4a)
and that of the ions are plotted on the same absolute momentum scale, Figure 5.4b
reveals that the departure of the electron is accompanied by a matching recoil
momentum of the D . Remarkably the high fluence of FLASH allowed to observe
this recoil momentum distribution within a single laser shot, while a high-quality
image like Figure 5.4b was obtained in a few minutes.

Information about dissociative ionization processes is obtained from a slice through
the DT 3D momentum distribution, shown in Figure 5.4c. The ion kinetic en-
ergy spectrum, resulting from angular integration of the momentum distribution, is
shown in Figure 5.4d and shows the presence of two contributions. First, the peak
at zero kinetic energy corresponds to D ions produced by dissociative ionization
to the 150; ground state. Second a broad distribution is present for Fj = 3.6-9 eV.
These DT ions are predominantly ejected perpendicular to the laser polarization.
They are attributed to a perpendicular transition to the repulsive 2pm, state. This
state has a potential energy of 35-44 eV in the Franck-Condon region and dissociates
to DT + D (28.2 V), so that D ions formed in this dissociative ionization process
are expected to have a kinetic energy of 3.4-7.9 eV. Similar results were obtained
by Ito et al. [180], who observed that for a photon energy of 45 ¢V, DT ions have a
broad kinetic energy distribution around 6 eV and are mainly ejected perpendicular
to the laser polarization. The results obtained for Hy are similar to Dy and are not
shown here.
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Figure 5.4: a) A slice (p,=0) through the retrieved 3D momentum distribution
electrons resulting from ionization of Dy. The momentum distribution is peaked
along the laser polarization and is maximum for E; = 30.08 + 0.17 eV. b) A
slice (p.= 0) through the retrieved 3D momentum distribution for b) D3 ions. c)
Idem, for DT ions. d) The DT kinetic energy spectrum, resulting from an angular
integration. The momentum distribution for the DT ions is maximal at Ej, = 6 eV.

5.3.2 0O,

A slice through the 3D momentum distribution of electrons resulting from photoion-
ization of Og is shown in Figure 5.5a. The corresponding electron kinetic energy
spectrum is shown in Figure 5.5b. The spectrum resulting from an integration +5°
perpendicular to the laser polarization is shown in red and shows additional peaks,
that were not resolved in the fully angle-integrated blue spectrum. The electron
kinetic energy spectrum was calibrated by associating the highest kinetic energy
peak with ionization to the X %I, ground state and using the previously deter-
mined photon energy of 45.55 eV. The kinetic energies of the various peaks and
the corresponding experimental binding energies are summarized in Table 5.1. The
angular distribution of the data are fitted to Legendre polynomials P, to extract
the B-parameter:

Psp(psp, cos O3p) = 2w Z a; Py(cos 03p) (5.2)
l

Psp is the 3D momentum distribution. [ is the ratio of the second order and
zeroth order Legendre polynomial coefficients (8 = as/ag). The 8 parameters are
summarized in Table 5.1. The states marked with a A were only resolved in an
integration perpendicular to the laser polarization and the fit included therefore
neighboring states as well.
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Figure 5.5: a) A slice (p,= 0) through the 3D momentum distribution for the elec-
trons resulting from ionization of Og. b) The corresponding electron kinetic energy
spectrum, from an angular integration of the momentum distribution. The electron
kinetic energy spectrum resulting from an integration £5° perpendicular to the laser
polarization axis is shown in red and shows additional peaks not resolved in the fully
angle-integrated blue spectrum. ¢) A slice (p,= 0) through the 3D momentum dis-
tribution for O ions resulting from ionization of Oz. d) The corresponding O ion
kinetic energy spectrum.

A slice through the OF 3D momentum distribution is shown in Figure 5.5c.
The corresponding ion kinetic energy spectrum is shown in Figure 5.5d. An intense
peak is present for zero kinetic energy and corresponds to the detection of O§+ ions,
which did not gain a recoil velocity and/or to the formation of zero kinetic energy
O™ ions. Furthermore, various sharp peaks are present in the spectrum at 0.44,
0.86, 1.99 and 2.94 eV. For kinetic energies up to ~ 7 eV, a broad distribution is
present.

In what follows, a discussion of the peaks in the electron kinetic energy spec-
trum is presented. The experimental binding energies are compared to values from
literature and a tentative assignment of the peaks is performed. Possible dissocia-
tive ionization pathways of these states will be discussed in connection with the
experimental ion kinetic energy spectrum.

Our data show good correspondence with the electron kinetic energy spectrum
measured by Baltzer et al. [181], using He Ila radiation at 40.8 eV. Below the peak
at 33.24 eV, that was already assigned to the X 2l'Ig ground state, a relative intense
peak is present for a kinetic energy of ~ 29 eV. From Baltzer et al. [181] and Ellis
et al. [186] it is known that the aIT,, A*Il, and b*X; states contribute in this
binding energy range. Predissociation of the b 4Eg state to the first dissociation
limit at 18.73 eV [182] can form zero kinetic O" fragments.
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Table 5.1: Kinetic energies and binding energies of the peaks in the Og electron
kinetic energy spectrum. The angular distributions were fitted to extract the (8
parameter. For the states marked with a A, the fit included both states. The
fragmentation pathways to the dissociation limits Lp are cited to illustrate the
dissociative ionization process. The dissociation limits Lp and the dissociation
products are separately shown in Table 5.4, in the appendix at the end of this
chapter.

Exp. Exp. B State Vertical Fragmentation o+t
Ey (eV) Eg (eV) Eg (eV) pathway Ej (eV)
1 33.244+0.17  12.31 1.3 X 2Tl 12.307 [181] -
2 2999 £0.17  15.56 114 atm, 16.703 [181] -
3 27.84+017 17.71 114 A %M, 17.643 [181] -
by 18.171 [181] Ly [182] ~ 0
4 2518 £0.17 2037 0.3 B %, 20.35 [181] L, [182] ~ 0.81
5 2260 &£ 0.17  22.95 1.1% 3 211, 23.9 [181] -
6  21.15 £ 0.17  24.40 114 ctx, 24.564 [181] L, [182, 183] ~ 2.92
Lo [182, 183] ~ 1.93
Ls [184] ~ 0.42
7 17.90 £ 0.17  27.65 - C 227 27.3 [181] -
8 12,15 £ 0.17  33.40 - 2, 328, 333 L3 [185] ~ 5-6
Ls [185] ~4
Lg [185] ~4

9 0.53 £ 0.17 - - - - -

The peak at Ey, = 25.18 eV, in the electron kinetic energy spectrum, is assigned
to the B2X state. Predissociation of this state to the first dissociation limit at
18.73 eV was reported in [182] and forms O™ ions with a kinetic energy of 0.8 eV.
This is in good agreement with the first intense peak in the ion kinetic energy
spectrum.

In an integration perpendicular to the laser polarization axis, a small peak at E},
= 22.60 eV is observed. The binding energy of this state is close to the one of the
3211, state [181][186]. The deviation of our experimental value from the literature
value, is attributed to the finite resolution of our spectrometer, preventing us to
separate the contributions of the ¢*3; and the 3211, state.

The peak at Ep = 21.15 eV is assigned to the c*X7 state. This state pre-
dissociates to the first, second and fifth dissociation limit (i.e Lq, Lo and Ls in
Table 5.1), forming fragments with a kinetic energy of 3, 2 and 0.4 eV respectively
(see [182, 183] and references therein). This is in excellent agreement with the peaks
at B = 0.44, 1.99 and 2.94 eV in our ion kinetic energy spectrum.

The broad peak at Ej = 12.15 eV was assigned by Baltzer et al. [181] to the
211, state. Based on the theoretical threshold photoelectron spectrum, Hikosaka et
al. [185] attributes this peak also to the 3 2Y and the 5 2Eg states. Threshold
photoelectron-photoion coincidence studies (TPEPICO) [185] showed that dissocia-
tion of the 2II,, 32X, and 5 ZZg states to the third, fifth and sixth dissociation limit
(i.e L3, Ls and Lg in Table 5.1) produced ions with a kinetic energy of respectively
5-6 eV (L3) and 4 eV (Ls and Lg). The higher kinetic energy ions in our photoion
spectrum may be due to dissociation from these states.
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For binding energies higher than 36.13 eV [187, 188], single photon double ion-
ization events should be taken into account. For the kinetic energy range < 9 eV
however, the intensity is low and only one sharp ring at 0.5 eV is observed. It was
found by Bolognesi et al. [189] that the dominant mechanism for single-photon dou-
ble ionization is fast dissociation of a singly charged ion, followed by autoionization.

e Oy + hv — O3t + e
¢« Ot —» OF + O*
e O* = OF +ey

The first electron (e ) has a near zero kinetic energy, while autoionization of the
excited O* leads to the formation of electrons (e5 ) with Ej ~ 0.4-2 eV [190].

5.3.3 N,

In Figure 5.6a a slice through the 3D momentum distribution of electrons resulting
from photoionization of Ny is shown. The corresponding electron kinetic energy
spectrum is shown in Figure 5.6b. The kinetic energies of the various peaks and
the corresponding binding energies are summarized in Table 5.2. The electron
kinetic energy spectrum was calibrated by associating the highest kinetic energy
peak with ionization to the X QZ;‘ ground state and using the previously determined
photon energy of 45.55 eV. The angular distributions were, when possible, fitted
to extract the 8 parameter (formula 5.2). The § parameters are summarized in
Table 5.2 as well. Based on the experimentally determined binding energies, a
tentative assignment of the states can be performed and is given in Table 5.2.
The latter also contains state assignments and binding energies found in previous
experiments [191, 192] and calculations [193]. Fragmentation pathways that are
known from literature, are summarized in Table 5.2, together with the expected N*
kinetic energy.

A slice through the N™ 3D momentum distribution is shown in Figure 5.6c.
The corresponding ion kinetic energy spectrum is shown in Figure 5.6d. In the ion
kinetic energy spectrum, three main contributions can be distinguished. First, an
intense peak at zero kinetic energy, corresponding to the intensity in the center of
the image, is attributed to the detection of stable N3* ions which did not gain a
recoil velocity. Second, a peak around 1.38 eV is associated with the formation
of NT ions via dissociative ionization channels (N3 — NT + N). Third, a broad
asymmetric peak is present around 4 eV and is attributed to dissociative ioniza-
tion and Coulomb explosion channels. A discussion of the various states and their
fragmentation pathways and products is presented.

The peak at Ey ~ 29 €V, in the electron kinetic energy spectrum, corresponds
to ionization to the three lowest states XQEQ, A 211, and B2%}. Branching ratios
for these three states were already measured in the late seventies by Plummer et
al. [191] and Hammet et al. [194] for a range of photon energies. For a photon energy
of 45 eV the ratios were approximately 33, 55 and 12% for the X ?}, AT, and
B2XF states respectively. In our spectrum, the relative peak intensities of these
states are 34, 52 and 14 %, in good agreement with the previous results [191, 194].
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Figure 5.6: a) A slice (p,= 0) through the 3D momentum distribution for electrons
resulting from ionization of Ny. b) The corresponding electron kinetic energy spec-
trum, resulting from an angular integration. The inset in red, is a result from an
integration £+ 10° along the laser polarization axis and shows that the highest in-
tensity peak actually consists of three peaks. The lower kinetic energy region was
scaled by a factor to show the peaks more clearly. ¢) A slice (p.,= 0) through the
N* 3D momentum distribution. d) The corresponding N* kinetic energy spectrum,
resulting from an angular integration of the momentum distribution.

For a kinetic energy of 19.18-20.45 eV three small peaks can be distinguished
in the electron kinetic energy spectrum. In this energy range Baltzer et al. [192]
reported the presence of three states of which two states (22Il, and C2X} states)
exhibited vibrational progressions. In the electron kinetic energy spectrum, a rela-
tively intense peak can be identified at £}, = 16.38 eV and corresponds to the F 2Zg
state. Fragmentation to the second and third dissociation limit (i.e Ly and L3 in
Table 5.2) has been reported in [193, 195]. In the NT kinetic energy spectrum a
broad peak is present at 1.35 eV and is predominantly attributed to dissociation of
the F 2%} state to the former (i.e Ly) dissociation limit.

A relatively weak contribution is present for Ey = 11-14 eV in the electron
kinetic energy spectrum. Fragments produced from dissociation of this state, are
expected to have a kinetic energy of 2.66-3.16 eV.

The last peak in the electron kinetic energy spectrum (Ej, = 7.71 eV) is asso-
ciated with transitions to the 5 22; and 6 22; states [193]. The potential energy
curves of these states correlate adiabatically to the sixth dissociation limit (i.e Lg in
Table 5.2) at 28.757 eV [193]. Fragmentation via this pathway produces fragments
with Fj, = 4.7 eV. Non-adiabatic transitions to the third and seventh dissociation
limits (L3 and L7 in Table 5.2) were identified by Aoto et al. [193] and produce
fragments with a kinetic energy of 5.7 and 4.1 eV respectively. All these features
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Table 5.2: Kinetic energies and binding energies of the peaks in the Ny electron
kinetic energy spectrum. The angular distributions were fitted to extract the (8
parameter. For the states marked with a A, the fit included both states. The N;
states can dissociate to the dissociation limits Lp, which are separately shown in
Table 5.5 in the appendix together with the dissociation products.

Exp. Exp. B State Vertical Fragmentation Nt
Ey (eV) Eg (eV) Eg (eV) pathway Ey (eV)
1 29.95 + 0.17  15.60 11 X 2ot 15.6 [191] -
2 2865+ 0.17 16.90 1.3 A2, 17.0 [191] -
3 26.67 £ 0.17  18.88 1.4 B?2xf 18.8 [191] -
4 2045+ 0.17  25.10 - 2 211, 24.788 [192]  L; [195] ~ 0.27
5 19.74 + 0.17  25.81 - C 2zt 25.51 [192] L1 [195] ~ 0.61
Lo [195] ~ 0.09
L3 [192, 196 ~ 0.13
6 19.18 £ 0.17  26.37 - D °II, 26.0 [192] L1 [192] ~ 0.85
7 16.38 + 0.17  29.17 03 F2sf 28.8 [192] Ly [193, 195] ~ 1.30
L3 [193, 195] ~ 1.06
8 12.94 £ 0.17  32.61 - (E) 322 ~32 [193] L3 [193, 195] ~ 2.66
9  11.55 4 0.17  34.00 - (BE) 327 ~33 [193] L3 [193, 195] ~ 3.16
10 7714017  37.84 0.0 (H)5°S] /g’Sf ~38 (193] L3 [193] ~ 5.7
L [193] ~ 4.7
L7 [193] ~ 4.1

are consistent with the broad kinetic energy distribution extending from 2 to 7 eV
as observed in the measurements.

In addition to dissociative ionization channels, Coulomb explosion channels also
play a role for this photon energy. Coulomb explosion channels were studied by
Besnard et al. [197] using photoion-photoion coincidence spectroscopy (PIPICO) in
the range of 45-60 eV. For a photon energy of 45-46 eV, the N%Jr I, (the « state)
and the 3Zg_ (the 8 state) with vertical binding energies of 45.2 +0.5 eV and 46.1
+0.3 eV, should be considered. Dissociation to the first fragmentation threshold
NT (3P) + N (3P) at 38.8 eV forms N7 ions with a kinetic energy of 3.2 + 0.3 eV
and 3.7 &£ 0.2 eV. These kinetic energies fall into the most intense part of the broad
asymmetric peak.

5.3.4 CO,

A slice through the 3D momentum distribution of electrons resulting from photoion-
ization of CQOs is shown in Figure 5.7a. The corresponding electron kinetic energy
spectrum is shown in Figure 5.7b. The photoelectron spectrum was calibrated by
associating the highest kinetic energy peak with ionization to the XQHg ground
state and using the previously determined photon energy of 45.55 eV. The kinetic
energies of the various peaks and the corresponding binding energies are summarized
in Table 5.3. Based on the experimental binding energies a tentative assignment of
the states can be performed. The binding energies of the assigned states as found
in previous experiments [198] are summarized in Table 5.3. The § parameters were,
when possible, extracted from the data and are listed in Table 5.3 as well.
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Figure 5.7: a) A slice (p,= 0) through the 3D momentum distribution for electrons
resulting from ionization of COy. b) The corresponding electron kinetic energy
spectrum. The peak in red, resulted from an integration 4+ 5 © along the laser po-
larization axis and shows that the second peak at Fj = 27.74 eV has an asymmetric
feature at Ej = 26.31 eV, not observed in the fully angle-integrated blue spectrum.
The lower kinetic energy region was scaled with a factor to show the features more
clearly. ¢), e), g) A slice (p,= 0) through the 3D momentum distributions of CO™,
O™ and CT ions respectively. The corresponding ion kinetic energy spectra, from
angular integration of the momentum distributions, are shown in d), f) and h).

A slice through the COT and Ot 3D momentum distribution is shown in Figure 5.7c
and 5.7e respectively. The corresponding ion kinetic energy spectra are shown in
Figure 5.7d and 5.7f. In the kinetic energy spectra of CO™ and O" two main fea-
tures can be distinguished, namely intense peaks at zero kinetic energy and broad
asymmetric distributions at higher kinetic energies that are suggestive of multi-
ple contributions. The distributions of COT and OT ions seem to be momentum
matched, suggesting that they may arise through a common fragmentation path-
way. A slice through the 3D momentum distribution of the CT ions is shown in
Figure 5.7g. The corresponding kinetic energy spectrum is shown in Figure 5.7h.
In the spectrum an intense peak at zero kinetic energy is present, as well as a broad
asymmetric distribution with an energy up to 3 eV.

In what follows a discussion of the assigned states in the electron kinetic energy
spectrum and possible fragmentation pathways from the assigned states is given.

In the electron kinetic energy spectrum, the peak at Ey = 31.79 eV is associated
with ionization of an essentially non-bonding electron localized on an O atom and
corresponds to ionization to the XQHg' state.

The next peak is observed at Fj = 27.74 eV. From previous experiments [201,
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Table 5.3: Kinetic energies and binding energies of the peaks in the COs electron
kinetic energy spectrum. The angular distributions were fitted with a § parameter.
The fragmentation pathways from literature, together with the dissociation limit
are separately summarized in Table 5.6.

Exp. Exp. B State Vertical Fragmentation
Ey (eV) Eg (eV) Eg (eV) pathway
1 31.79 + 0.17 13.79 1.2 X 21 13.79 [198]
2 27.74 £ 0.17 17.81 1.14 A PTIIT 17.59 [198] -
3 1.14 B 2x1 18.077 [198] -
26.31 + 0.17 19.24 0.7 c*sf 19.36 [198] A
B
4 18.57 + 0.17 26.98 0.7 MET II 26.5 0.5 [199] C
MET II’ 29.0 +0.5 [200] D
MET III 30.0 0.5 [199] E
F
5 13.56 + 0.17 31.99 0.1 MET IV 32.0 0.5 [199] -
6 10.35 + 0.17 35.20 - MET V 35.5 +0.5 [199] -
7 7.10 & 0.17 38.45 - MET VI 38.0 +0.5 [199] -

202] it is known that two states contribute in this binding energy region, namely
the A 211} and B 2X7 states. Due to vibrational excitation these peaks overlap and
are not resolved in our experiment.

From an integration +5° along the laser polarization axis (shown in red in Fig-
ure 5.7b), an asymmetric feature on the left side of the second peak can be dis-
tinguished at Ej = 26.31 eV. This peak is associated with ionization to the C 22;
state. It was found that the molecule dissociates via the pathways A and B, summa-
rized in Table 5.6 in the appendix. Predissociation to OF (S,) + CO (X!%*) at
19.07 eV [203] and to COT (X2X+) + O (®P) at 19.465 eV was reported to produce
near zero kinetic energy O ions [203, 204] and CO™ ions [203].

For lower kinetic energies, various peaks are observed that were previously as-
sociated with multi-electron transitions (MET) [199, 205]. The binding energies of
these states from Brion et al. [199] are listed in Table 5.3. A dissociative electroion-
ization study by Locht et al. [200] identified a series of fragmentation pathways,
producing C, OF and CO™, for a couple of these MET states. The relevant path-
ways, indicated by C-F, are shown in Table 5.6 together with the measured kinetic
energies of the ionic fragments by Locht et al. Our measured kinetic energies for
the CT ion are in good agreement with these results.

The threshold for single-photon double ionization is at 37.34 £ 0.01 eV [206].
The threshold value for the formation of COT and OT ions was found to be
39.2 £ 0.3 eV [207]. For this energy, two states should be considered: X®%; and
alA,. Fragmentation pathways of these states together with the expected kinetic
energies of the fragment ions, are summarized in Table 5.7 in the appendix.

The kinetic energy distribution of the CO™ ions in Figure 5.7d is centered around
2.3 eV. Its asymmetric shape is suggestive of multiple contributions, with a small
maximum at 1.5 eV. In the OT ion kinetic energy spectrum (Figure 5.7f), two
maxima are observed at 2.3 and 3.7 eV. Comparison with the kinetic energy values
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listed in Table 5.7 suggests that dissociation to the first limit, forming CO™ ions
with an energy of 2.2 eV and OT ions with an energy of 3.9 eV is an important
contribution. Our kinetic energy release of 6 eV is in good agreement with the
results from Curtis et al. [208]. In addition, dissociation to the third limit is in
good agreement with the maximum at 2.3 eV in the O photoion spectrum and the
feature at 1.5 eV in the CO™ photoion spectrum.

We note that, although the agreement suggested by the analysis presented above
is quite good, additional electronic states exist between the 39.2 eV threshold and
our 45.55 eV photon energy, which could have contributed to our experiment. Fur-
thermore the importance of contribution from dissociative ionization in the relative
kinetic energy range cannot be ruled out.

5.4 Discussion

In this paper we have reported on experiments where the velocity map imaging
technique was for the first time implemented at the free electron laser in Hamburg.
We have imaged single-photon ionization processes of a range of small molecules
(Hz, Do, Oz, Ny and COs), allowing us to test the capabilities of the velocity map
imaging technique. Our results demonstrate both the strengths and weaknesses of
the implemented spectrometer in combination with FLASH.

In the discussion of the results, it became evident that the resolution of our spec-
trometer was limiting (typically 1-2%), compared to i.e time-of-flight spectrometers
or electrostatic analyzers. However, while these techniques provide superior energy
resolution over the velocity map imaging technique, they lack angular resolution.
Previous high intensity IR experiments have shown that the angular distribution
contains a large part of the information about non-linear ionization processes and
are essential in the interpretation of high-intensity experiments.

The interpretation of dissociative ionization processes can be complicated when
several states contribute in the same kinetic energy range. Indeed definite frag-
mentation pathways could not always be identified. A commonly used technique
to study dissociation processes is COLTRIMS. While providing coincidence, this
technique is limited to low count rates, making it a challenging technique in combi-
nation with the low repetition rate of FLASH. The velocity map imaging technique
allows for high count rates and thus makes optimal use of the high brilliance and
intensity of FLASH.

A type of experiments that makes use of the high fluence and the time-resolution
of the FLASH are pump-probe experiments. These experiments provide a wealth of
information about the dynamics of photoexcitation processes, but require that mea-
surements at a given pump-probe delay are completed in a short time. For example,
FLASH can be used to dissociatively ionize molecules that have been dynamically
aligned by an intense femtosecond IR laser pulse. By synchronizing FLASH with the
time of an alignment revival, angle-resolved photoelectron momentum distributions
can be obtained from aligned molecules. These distributions provide information
about the photoemission process in the molecular frame, not measured before due
to the intensity of the current XUV sources. Dynamic alignment has been success-
fully probed by velocity map imaging in the past [64]. Velocity map imaging is
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thus a promising technique for studying dynamic alignment, as well as (dissocia-
tive) ionization processes at FLASH, providing accessibility to high count rates and
angular resolution. The first promising results have already been obtained with the
aforementioned VMIs setup, where CO5 molecules were dynamically aligned in the
laboratory frame and probed by FLASH [65] and meanwhile have been extended to
three-pulse experiments on Brs molecules.
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5.5 Appendix

Table 5.4: Dissociation limits Lp of OF, their potential energies Ep and the frag-
mentation products [156].

Lp Products Ep (eV)
Ly oEpP) + oOt#s) 1873
L O(D) + oOfs) 2070
L3 o(GpP) + OY(D) 2206
Ly o¢*s)y + otft@#s) 2292
Ly OCGP) + OY(P) 2375
Ls o(*D) + OY(D) 24.02
Ly o*p) + oOtEp) 2572
Ls Oo(s) + oOf(D) 2625
Lo 0((¢s) + O0fT¢*s) 2788
Lo O(S) + OT(3P) 2794

Table 5.5: Dissociation limits Lp of N;r, their dissociation energies Fp and the
fragmentation products [193].

Nt (1Ss)  30.728
Nt (1s)  31.921

Lp Products Ep(eV)
Li N®@S) + NTEP)  20.293
L, N(@S) 4+ NT(D) 26.192
Ly NGD) + NFT(P) 26676
Ly NCGP) + NT(3P) 27.869
Ls N ®#8) 4+ NT(s) 28345
Leé N(D) + NF('D) 28575
L NP + NY(D) 29.768

N (?D) +

N (?P) +

—_—l e

[V
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Table 5.6: Fragmentation pathways for COy with dissociation limits Ep for path-
ways A and B. The dissociation from pathways C-F is due to fragmentation from
the MET states.

Label Products Ep (eV) cot, of, ¢t Ep(eV)
A Ot (18,) + CO (X'xT) [203, 204] 19.07 ot ~ 0-0.5

B ot (°p) +  CO(X*xT) [203)] 19.47 COt ~ 0

C ct (?p) + Oz (b'z¥) [200] CtT ~ 0.6-0.8

D ct (*p) + 02 (a'Ag) [200] CT ~ 0-0.5

E CT (?p) + 02 (a'Ag) [200] CT ~ 1.6-3.6

F ct (*p) + 02 (X%%]) [200] Ct ~ 24-3.6

Table 5.7: Dissociation limits Ep and expected kinetic energies of the COT and
O* fragments for dissociation from the threshold of 39.2 eV. The range given for
the third dissociation limit is due to vibrational excitation of the CO* in the AZII,
state [207].

Products Ep (eV) COT Ey (eV) OF Ey (eV)
ot (*s,) + Cot(X®x=F)  33.09 [207] 2.2 3.9
ot (®Dy) + COT(X’T])  36.41 [207] 1 1.8
ot (*s,) + cCot(A®m,) 35.51-36.93 [207] 0.8-1.3 1.5-2.3
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Electron localization in
recollision excitation induced
dissociation of H} and D3
molecules

Hs and D molecules are dissociatively ionized by waveform-controlled few-cycle
laser pulses. The formation of fragments with E,=3-9 eV is attributed to disso-
ciation induced by recollision excitation. An asymmetry in the fragment ion ejec-
tion, indicative of electron localization is observed and shows a dependence on the
fragment kinetic energy, previously not observed in [34]. Interestingly, the carrier-
envelope-phase dependence of this asymmetry shows a m-phase difference between
Hs and Ds5. The experimental results are an ideal test ground to investigate the
role of the recollision electron dynamics in electron localization during molecular
dissociative ionization.

A semiclassical approximation is presented that captures the electron-electron inter-
action, responsible for recollision excitation, in an effective optical field. This field
is obtained by using classical electron trajectories in a laser field. The simulations
indicate the importance of multiple returns of the electron in the recollision excita-
tion. This is in contrast to numerical simulations [209, 210] of electron localization
in dissociative ionization of Dy, where only the first return is considered.

6.1 Introduction

The dynamics of atoms and molecules in strong laser fields has led to the observation
and the understanding of a variety of physical phenomena. Control of the waveform
of few-cycle laser pulses [211] was a major step forward, leading to the direct mea-
surement of light pulses [45] and control of electron motion in the continuum [66].
A further advance was the first demonstration of the control of electron motion in
molecular dissociation of Dy [34] and motivated a series of theoretical [209, 210] and
experimental studies [50, 212], including studies on Hy [213]. A crucial element in
the pioneering experiment in [34] is excitation of the molecular ion, by recollision
of the continuum electron, leading to the molecular dissociation.

Recollision electron dynamics is an important phenomenon in strong-field laser
physics. As described in Chapter 1, the laser-mediated electron interaction with
the parent ion leads to a variety of phenomena, like above-threshold-ionization
(ATT)[10], non-sequential double-ionization (NSDI) [15] and high-harmonic genera-
tion (HHG), which is the basis for the generation of attosecond pulses [8].

The recollision electron can also be used as a probe, which constitutes a very ac-
tive area of research. High-harmonic emission from recombining electrons contains
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Chapter 6. Electron localization in Hf and D3 molecules

information about the structure and dynamics of the system under investigation.
Key results include the tomographic reconstruction of the highest-occupied orbitals
of Ny [128], the measurement of multi-electron dynamics in COq [153] and the mea-
surement of the internuclear distance of dissociating Bry molecules [214]. This route
towards imaging molecular dynamics via in-situ electrons promises sub-femtosecond
time-resolution and angstrom spatial resolution.

The sensitivity of molecular dynamics to the recollision electron dynamics is pre-
sented in [215]. The molecular motion of a HJ vibrational wavepacket is probed by
bunches of electrons returning to the ion at certain time intervals. The recollision
electron excites the molecular ion to a dissociative state and maps the vibrational
motion in the ground-state to a kinetic energy distribution.

In the current experiment results, electron localization in molecular dissociative ion-
ization of Dy and Hj is measured. During the dissociation of the Hj and DJ the
remaining electron localizes on one of the protons. The electron could be steered
towards the ’left’ or ’right’ proton by changing the carrier-envelope-phase (CEP)
of the few-cycle laser pulse. As a result an asymmetry in the ejection of HT or
DT fragment ions is observed as a function of CEP. The formation of a coherent
superposition of the gerade 1s0, and ungerade 2po,, states in the molecular ion by
the IR laser field is the responsible mechanism for localizing the electron on the left-
or right-ion.

An asymmetry in the DT ejection was previously observed in [34]. In contrast with
the results in [34], the asymmetry measured in the current experiment shows a de-
pendence on the kinetic energy. In addition a 7 phase-shift of the CEP-dependence
is observed between Hy and Dsy. The discrepancy between the experimental results
needs to be sought in the slightly longer pulse duration and lower intensity of the
laser pulse that was used in the current experiment.

The comparison between Hs and Do and the sensitive dependence of the kinetic
energy dependence of the asymmetry on the time of excitation of the molecular
ion, provide an ideal testing ground to gain a better understanding of the role
of the recollision electron dynamics in the electron localization during dissociative
ionization and motivates the development of a semiclassical model of recollision ex-
citation. The chapter is organized as follows: the experimental data are presented
in paragraph 6.2. The semi-classical model and numerical methods are explained in
paragraph 6.3. The results of the numerical simulations are presented in paragraph
6.4 and compared to the experimental data.

6.2 Experimental results

6.2.1 Experimental setup

The linearly polarized output pulses from a 1 kHz CEP-controlled Ti:Sapphire laser
system (25 fs, 0.7 mJ), are spectrally broadened by self-phase modulation in a 60-cm
long tapered hollow fiber [36] filled with argon and compressed to =~ 6-7 fs pulses
using ultra-broadband chirped mirrors. The IR pulses are focused with a spherical
mirror into a velocity-map imaging spectrometer (VMIS) with an effusive gas jet
integrated into the repeller electrode [120]. HT and D™ ions resulting from disso-
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Figure 6.1: Cut through the 3D momentum distribution for a) H* and c¢) D% ions
formed by dissociative ionization of Hy and Dy by the IR pulse. The momentum
distributions are measured for one particular ¢. Photoion spectra for b) H* and
d) DT, resulting from a full angular integration and averaged over ¢ are shown in
black dotted lines. Photoion spectra for ions ejected ’left” and 'right’ along the laser
polarization are shown in red and blue solid lines. These spectra were measured
at one particular ¢ and are the result from a partial integration along the laser
polarization. The photoion spectra are smoothed by a moving average method, i.e.
each element is averaged with N neighboring elements.

ciative ionization of Hy and Dy molecules by the IR pulses are projected onto a

MCP+phosphor screen detector. From the two-dimensional ion images, acquired

using a low-noise CCD camera, the three-dimensional momentum distributions are

retrieved using an Abel inversion [119]. The angular resolved momentum distribu-

tions of the H™ and DT ions are recorded as a function of the CEP ¢, in steps of
s

A¢ = §. The experimental results of Hy and Dy are measured with identical ¢,

allowing for a direct comparison between Hy and Ds.

6.2.2 Dissociative ionization of H, and D, by few-cycle IR
pulses

A cut through the retrieved three-dimensional (3D) momentum distributions of H*
and DV ions, resulting from dissociative ionization by the CEP-controlled IR pulses
are respectively shown in figure 6.1a,c. The momentum distributions are shown for
one particular ¢. The laser polarization is along the z-axis.

Photoion spectra for H and D¥, resulting from a full angular integration of the
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Figure 6.2: Simplified potential energy diagram for field-free Hy and HJ , including
only the ground state of the neutral (*X7) and ion (1so;") and the first excited state
(2po}) of the ion. Recollision excitation (RCE) can excite the molecular ion in the
ground state to the excited state, by the 15*,2°4 or 3™ recollision of the continuum
electron. b) Feynman diagram for RCE. Ionization at time ¢; creates a molecular
ion in the ground state g(x,t) and a correlated electron wavepacket fo(y,t). x
and y respectively are the coordinates of the bound and active continuum electron.
Recollision at time ¢ excites the ion to the u(x,t) state with a correlated f,(y,t)
electron wavepacket.

momentum distributions, are shown in black dotted lines in figure 6.1 b and 6.1d.
The photoion spectra are averaged over the CEP. For both the HT and DT ions,
a strong contribution at low kinetic energies (< 1 eV) is observed along the laser
polarization. A weaker contribution is observed at higher kinetic energies (~ 7 eV).
A simplified potential energy diagram of Hs is shown in figure 6.2a. The potential
energy curves of the ground-state of the neutral molecule (123‘) and the ground
state 1so, and the first excited state 2po,, of the molecular ion are shown.
Fragments with a low kinetic energy (< 1 eV) are most likely formed by strong-field
ionization of neutral Hy, Dy molecules to the 1so, ground-state of H;‘, D;r, followed
by dissociation via a process called bond-softening [39]. The potential energy curves
are modified in the presence of the laser field. In these field-dressed potential energy
curves the potential energy barrier for the bound molecular ion is lowered resulting
in a strong enhancement of the dissociation.

A weaker contribution between E, = 4-10 eV is observed and several dissociation
mechanisms can be considered. Recollision excitation by the continuum electron
and ionization followed by laser excitation can both excite the molecular ion to the
excited dissociative 2po, state, forming Ht 4+ H and DT + D with Ej, > 3 eV. The
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Figure 6.3: Asymmetry as a function of kinetic energy Ej, and ¢ for a) HT and b)
D¥ ions. There is a 7 phase-difference of the ¢-dependence between HT and DT
and this is illustrated in an energy integration of A(Ej,¢) for ¢) Ey = 3-5 eV and
d) Ek = 5-9eV.

recollision excitation is illustrated in Figure 6.2a. Ionization of the neutral molecule
by the intense IR laser pulse forms H3 and DJ molecular ions in the 1so, ground
state. Subsequent recollisions of the continuum electron with the parent ion can
excite it to the dissociative 2po, state.

6.2.3 Electron localization in dissociative ionization of H, and
D,

In the cut through the 3D momentum distributions (Figure 6.1 a,c), an asymmetry
in the number of fragment ions dissociating along the laser polarization to the ’left’
and 'right’ is observed in the kinetic energy region Ej = 5-10 eV. Photoion spectra
for fragments ejected to the "left’ and right’ (Pie ¢ (Ek, ¢), Pright (Ex, ¢)) are obtained
from a +30° angular integration along the polarization axis and are respectively
plotted in Figure 6.1b,d in red and blue solid lines.

For the H (D7) ions, relatively more ions are ejected in the left- (right-) direction
and an asymmetry in the fragment ion ejection with respect to the laser polarization
is observed, indicating electron localization during the dissociation of H; and D;‘ .
The ¢-dependence of the asymmetry in the HT, DT fragment ejection is defined as:

_ Piept(Er, ¢) — Prigni(Ex, ¢)

- Pleft(Eka d)) + Pright(Ek, dj) (61)

A(Ek7 ¢)
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The asymmetry A as a function of Ej and ¢ are respectively plotted for HT and
D™ in Figure 6.3a and 6.3b. Regions of positive and negative asymmetry are now
observed to extend from the top right to the bottom left and will in the remainder of
this chapter be referred as a ’tilted’ kinetic energy dependence. This kinetic energy
dependence is more clearly illustrated in an energy integration of A(Ey, ¢) for Ey =
3-5 eV and Ej, = 5-9 eV, respectively shown in Figure 6.3c and 6.3d. A clear w-phase
difference is observed between these two kinetic energy regions. This kinetic energy
dependence is in contrast to the results reported in [34], where regions of positive
and negative asymmetry did not show a dependence on the kinetic energy (Figure
1.3). The reason for this discrepancy needs to be sought in the different experimen-
tal conditions. The current experimental results are measured with slightly longer
laser pulses (t, ~ 6-7 fs vs. 5 fs FWHM) and lower laser intensities (4 x 1013 W /cm?
vs. 1 x 10" W /cm?).

Interestingly, Figure 6.3c,d show a clear 7 phase-difference between Hy (black solid
line) and Dy (red solid line) over the full kinetic energy range. The observed m-phase
difference of A(FEy, ¢) between Hy and Do has not been observed previously.

The tilted kinetic energy dependence of A(Ej,¢) and the m-phase difference of
A(FEk, ¢) between Hy and Dy motivate numerical simulations to understand the role
of the laser conditions and recollision excitation in the ¢-dependence of electron
localization.

6.3 Numerical simulations of electron localization
in the dissociative ionization of H, and D,

6.3.1 Motivation

Recollision excitation is the result of an electron-electron interaction and the corre-
lated nature of the process poses a challenge for theoretical models. Two-electron
quantum calculations, including all electron-electron interactions are nowadays avail-
able for Hy [50]. The calculations presented in [50] are however limited to moderately
strong laser fields, due to the demanding nature of the simulations and cannot be
used to simulate the experimental results presented here. It is therefore desirable to
develop lower-dimensional methods that capture the electron-electron interaction,
responsible for recollision excitation.

A number of models exist [210, 215, 216] in which the continuum electron motion
is classical. In these models one estimated the excitation probability to the disso-
ciative 2po,-state from excitation cross-sections. In [215] the electron trajectories
are classically calculated in two-dimensions in the laser field and the molecular ion
field. The electron trajectories are started as a Gaussian distribution with initial
conditions [217] corresponding to tunnel ionization.

In these models, the use of excitation cross-sections requires that the kinetic energy
of the continuum electron is above the excitation energy of the transition. In the
current experiment, this condition is not fulfilled. Therefore we need a model in
which the interplay of the electron-electron interaction and the laser field is together
considered and is treated on an equal footing.
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6.3 Numerical simulations

A quantummechanical model of recollision excitation, including the electron corre-
lation is presented in [209], in which the electron-electron interaction is described
by an effective optical field. Numerical simulations including this effective optical
field of Hy are able to reproduce the asymmetric ejection of HT fragments for dis-
siociative ionization with waveform-controlled few-cycle pulses.

The present model combines the simplified quantum description of the electron-
electron interaction and the laser field, on an equal footing, following [209]. The
quantum description of the ion is essential since the recollision electron energy is
significantly below the 1so, — 2po, excitation energy. However, unlike [209], it
uses the ensemble of electron trajectories for the continuum electron to generate
the Coulomb interaction acting on the electron in the molecular ion. This approach
allows one to develop an intuitive understanding of the role of different recolliding
electron trajectories in inducing the localization of the bound electron. The model
calculates the effective 'correlation’ acting on the bound electron and captures it
into an effective field, which is used in simulations of electron localization during
the dissociative ionization of Hy and Dy. The time-dependent Schrédinger equa-
tion (TDSE) is solved for Hj and Dj in the presence of a few-cycle pulse and the
effective field. The solution of the TDSE yields fragment ion spectra for ejection
‘left’ and ’right’ with respect to the laser polarization and allows calculating the
asymmetry as a function of kinetic energy.

For the interested reader, the quantum analysis to replace the electron-electron
interaction by an effective field is explained in section 6.3.2, this part is described
previously in [209]. The approximations that are made using classical considerations
to calculate the effective field are described in section 6.3.3. The derivation finally
leads to equation 6.34 and the remainder of the chapter can be comprehended when
the derivation is skipped.

6.3.2 Quantum analysis

The following analysis leads to an expression for an effective interaction potential
Vesr(t) and is defined as the interaction potential responsible for excitation of the
molecular ion from the 1so, to the 2po,, state. V. s(t) includes the electron-electron
interaction responsible for recollision excitation and the correlation of the electron
wavepacket before and after recollision. The expression for an effective field E.¢(t)
is easily obtained from V_z¢(t).

The total Hy, Dy molecular system includes two protons with two electrons = and
y. The two-electron Hamiltonian H can be written as:

H=HO +H" + V.. + V(1) (6.2)

Hg(co) and fIZSO) include the kinetic energy and the interaction of the two electrons
x and y with the nuclei. The electron-electron interaction is represented by Vee
and the interaction of the two electrons with the laser field is described by Vi (t) =
(x+y)- E().

X,y are the vector coordinates of the two electrons. For the derivation of the effective
field, the internuclear coordinate R is assumed to be frozen and is omitted in the
notation for brevity. The spatial part of the two-electron wave function ®(z,y,t) is
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symmetric (i.e. spins are opposite):
O(x,y,t) = ¥(x,y,t) + ¥(y,x,1) (6.3)
The two-electron wavefunction ¥(x,y,t) can be written as:

\I/(X,y,t) = \chont(X7Y7t) + \IIO(Xay7t)

Wt (5. 7.1) = ¢4()g(6, ) fo(y.8) + u (), 1) (. 1) (64

Uo(x,y,t) is the neutral two-electron wavefunction. W.u,¢(x,y,t) is the wavefunc-
tion for the H;‘ + e~ system. From here on, the z-electron is considered to be the
bound and the y-electron to be the ’active’ continuum electron. g(x,t) and u(x,t)
describe the bound electron in the ground and excited quasi-static states. For rea-
sons of brevity, g(x,t) and u(x,t) will be written as g,(¢) and u,(t). These states
are different from the field-free ground and excited states of the molecular ion, since
ionization of the neutral molecule creates the ion in the presence of a strong laser
field. Thus, these states must include polarization of the ion by the field. We do
this using the quasi-static approximation [218], which takes into account that the
laser frequency is small compared to the excitation energy of Hy mnear the equi-
librium distance of Hy2, which is where Hj is produced by ionization. To find
the quasi-static (polarized) electronic states, we diagonalize the field-free Hamilto-
nian in the presence of a laser field, described by Ecos(wt), with time treated as a
parameter. The new ground and excited states are associated with the the field-
free ground and excited states 1so, and 2po, in Figure 6.2a. fy(y,t) and f,(y,t)
describe the continuum electron, respectively correlated to the ground g, (t) and
excited uy(t) quasi-static states. c4(t),c,(t) are the corresponding amplitudes of
fo(y,t), fu(y,t), i.e. the square roots of the populations, ensuring that the complex
wavepackets f,(y,t) and f,(y,t) are normalized to unity. The time-evolution of
the ion, without the impact of electron-electron interaction, is given by the complex
time-dependence of the g,(t) and u,(t) quasi-static states.

The time-evolution of the z- and y-electron, in the presence of a laser field and
an electron-electron interaction, is captured by a Feynman diagram shown in Fig-
ure 6.2b. Strong-field ionization at time t; creates a molecular ion in the ground
state g(x,t) with a bound electron and a correlated continuum electron wavepacket
f4(y,t). Recollision at time ¢’ excites the molecular ion to the excited state u(x,t)
and creates the correlated wave packet fy,(y,t).

In the Feynman diagram, the interaction with the laser field is fully included and is
described by VL. V;y is the part of the electron-electron interaction Vfie that causes
excitation of the z-electron from the g, (t) to the u,(t) state. Vj, is only included
to the first order which is justified by the low-recollision probability, de-excitation
by sz is ignored.

We will now rewrite the time-dependent Schrédinger equation in integral form.
To this end, the Hamiltonian is separated in parts (so-called partitioning). The
electron-electron interaction potential V. in equation 6.2, is separated in a part
that causes and a part that does not cause excitation:

Vee = Viy + (92()| Vee (%, ¥) |92 (1)) (6.5)
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(92 ()| Vee(2, ) |g=(t)) is integrated over the x-coordinate and is thus independent
of the z-electron. This part does therefore not excite the z-electron and is called
the self-consistent field of the ion acting on the active y-electron.

The Hamiltonian can be written as:

H=HY + HY + Vo + (92(0)| Ve (2, 9) |92(1)) + Vi (1) (6.6)

In the next step the Hamiltonian is partitioned into parts that concern the x and
y-electron:

H) = A9 + x E(t) (6.7a)

r(SC) _ F7(0 ?

HFD = AP +y - E(t) + (9:(t)| Vee (%, ¥) |92()) (6.7b)
| 1580) now contains the part of the electron-electron interaction that does not excite
the bound electron: (g, (t)| Vee(x,y) |g2(t)). Defining:

oy =HD + H* (6.8)

The Hamiltonian can be separated in a part H,, that contains all the interactions
of the z, y electrons and the self-consistent field and a part V,, that excites the
z-electron:

H=H +Vyy (6.9)

The time-dependent Schrodinger equation is written in integral form [219] and yields
for cg(t') f4(y,t')g.(t") at the time of recollision t':

cg(t) fo(y: )9 (1)) = _"/O dtye™ O g (1)) ga (4] Vi [W0(t)) (6.10)

The wavefunction of the neutral ground-state at the time of ionization ¢; is given
by Wo(t;). lonization at time ¢; from the neutral ground state ¥o(t;) to the ground
quasi-static state g,(t;) is described by (g.(t;)| Vi, |Po(t;)). Subsequent time-

et
evolution of the z and y electrons up to t’ is described by ¢t ey Halr)dr,

Analogous, ¢, (t) fu(y,t)us(t) created by inelastic scattering at time ¢, is described
by:

t t )
Ol Olus() = [t [ et 5O 1)
0 t;
! ¥ —1 ¢/ A1 T T (611)
(n (8)] Vi 6 ROV 1. 8))

(92 (t) Viy [0 (t:))

The expression includes three terms and represents the three stages in forming
cu(t) fuly, t)us(t) at time ¢ after recollision at time t'. The last term describes
ionization from the neutral ground state Wy(¢;) to the ground quasi-static state
gz(t;). The second term describes the time-evolution of the ground g, (¢;) from

X
X
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t; — t’ and excitation by wa to the excited quasi-static state u,(¢'). The first term
includes time evolution of the excited quasi-static state u, (t') and the continuum

electron to time t by e~* [ Bu(7) d7 | Electron-electron interaction after recollision is
neglected.

Using equation 6.10, equation 6.11 can be rewritten to:

t .
() fulys O ug ()] ~ — i / dt’ e~ I a1

X (ug(t)] me 92(t') fo (3, 1') cq(t')

(U (t")| Viy |92 (t')) describes the excitation from the |g,(#)) — |u,(t')) at time ¢'.
Multiplication of equation 6.12 with f*(y,t){u.(t)| and backwards propagation from
t to t’ gives:

(6.12)

cu(t) = —i/o dt’ (us ()£ (9, 1") Vay fo(y:t)]ga () c(t) (6.13)

In equation 6.12 excitation from the wu,(¢') < ¢,(t') is recognized. Recalling that
Verg(z,t) is defined as the interaction potential that is responsible for the excitation
of the molecular ion from g, (') — g (t'); Vesy(t) is written as:

Ve (x,1) = / dy f2(y,t) Vay f4(y,1) (6.14)

Integration over the y-coordinate of the continuum electron gives an effective in-
teraction potential that is dependent on x. The effective potential is in first order
given by the electron-electron correlation \A/w, which couples the continuum elec-
tron wavepackets. Note that the expression for the effective interaction potential is
derived from the correlated two-electron wavefunction and includes the phase rela-
tionship between the continuum wavepackets f,(y,t) and f,(y,t).

Multipole expansion of sz up to the dipole term, yields an expression for the ef-
fective field that can excite the bound x-electron to the excited state:

Eeff<t) = _/dy f':(y>t) szzy|z:0 fg(Y>t) (615)

Gréfe et al. [209] calculates the effective field by propagating the Schrodinger equa-
tion for the x and y-electrons and the internuclear distance R in one dimension.
Propagation of the Schrodinger equations yields the average internuclear distance
R(t), which is then used to calculate the two-electron wavefunction ®(z,y,t). The
continuum part of the two-electron wavefunction is obtained by projecting out the
first 4 bound states. Subsequently only the continuum part of the two-electron
wave function is propagated for ¢ > t'. The correlated electron wave packets
fo(y,t), fu(y,t) are calculated by projecting the continuum wavefunction onto g, (¢)
and uy(t). The effective field can then be calculated using f,(y,t) and f,(y,t).

6.3.3 Analytical approximations

The approach followed in [209] calculates the exact fg,(y,t) in the presence of the
laser field and nuclear dynamics. This method is however numerically demanding
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and does not provide much insight into the role of the recollision dynamics in the
excitation of the molecular ion and the resulting asymmetry. This motivates a
semiclassical approach in which the effective field is calculated by combining the fully
correlated quantum mechanical analysis with a classical description of the electron in
the laser field. In doing so, approximations about the wavepackets fy(y,t), fu(y,t)
and ny need to be made [220]. In the following the approximations made will be
described.

First, recalling equation 6.5, Viy = Vie — (g2 ()] Vee (X, ¥) |g2(t)). The electrostatic
electron-electron interaction is by definition written as: Vie = ﬁ The self-
consistent part is independent of the coordinate of the bound electron and will
therefore not excite the bound electron and contribute to Ve z¢(t). The self-consistent

part is therefore neglected and me can be described by:
- 1

Y x -yl

(6.16)

Second the continuum wavepackets fq(y,t) and f,(y, ) need to be calculated and
a few assumptions can be made:

o Vers(t) is dominantly determined by the part of the continuum wave packet
that has returned to the vicinity of the core at time ¢'.

e Due to the low laser intensity, the maximum energy of the returning electron
is below the g, (t) — u.(t) excitation energy and therefore we assume that all
the energy of the returning electron is transferred to the core.

e The laser field completes the excitation of the molecular ion.

To simplify the notation, time ¢ is now assumed as the moment of recollision and
all the assumptions are only made about the part of the wavepacket that returns
to the core. At each moment ¢, the effective field is calculated from the part of the
wave packet that has returned. The continuum wavepackets can always be written
as:

fuag (Y7 t) = Au,g(Y7 t)eiSu,g(y,t) (6'17)

In the WKB approximation, S is the classical action of the continuum electron and
A is a pre-factor [221].
The continuum wavepacket f,(y,t) just before recollision is written as:

fo(y,t=0) = anp|pc + Ap) (6.18)
Ap

f4(y,t) has a mean momentum p. with a spread in momentum Ap. In the inelastic
collision all of p. is transferred to the core, leaving a wavepacket with a mean
momentum p. = 0 and spread Ap. f,(y,t—0) undergoes a momentum kick opposite
to the direction of its motion. Directly after the collision, the continuum wavepacket
is given by:

fuly,t+0) = anp|Ap) (6.19)
Ap
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In the absence of an external laser field, the continuum wavepacket is approximated
by a spherical wave that propagates away from the core, as Ap includes all direc-
tions. However in the presence of a strong laser field, the wave packet is accelerated
away from the core by the field along the direction z of the field. The wavepacket
after recollision f,,(y,t) is therefore asymmetric in coordinate space and appears on
one side of the core. It is assumed that in the direction perpendicular to the laser
polarization, the changes in the wavepacket are small. In the direction along the
laser polarization, the wavepacket is asymmetric. To model this, the wavepacket
after recollision is multiplied with a function ©(y) with a sharp edge. O(y) cuts
the wavepacket to ensure that the wavepacket that correlates with w,(t) appears on
one side of the core. Apart from this functionality the exact shape of O(y) is not
exactly known. As only the sharp edge is used in the derivation a precise definition
of the exact shape is not necessary.

Using equation 6.17, the continuum wavepackets f,(y,t) and f,(y,t) are described
by:

foly:t) = Ag(y,t) s (6.20a)
fuly,t) = Ag(y, t) Oy) s D HAS) (6.20b)

The wavepacket after collision f,(y,t) is thus similar to the incoming wavepacket
f4(y,t), multiplied with ©(y). The AS(y,t) in the exponential of f,(y,t) indicates
a change in classical action as a result of the recollision. The change in the classical
action AS is:

0AS

0AS

— = 221
oy 4 (6.21b)

AE(t) is the transferred energy and q is the transferred momentum in the inelastic
collision. The effective potential (eq. 6.14) can be obtained by using the expressions
for f4(y,t) and fu(y,t) in equation 6.20:
. . 1 .
Verr (x, ) = / dy A (y)O(y)e D=8 e W0 (6.22)
X-Yy

The time- and coordinate-dependent part of AS can be rewritten using equation
6.21:

efiAS(y,t) _ eifAE(t)d'refifqdy _ 6ifAE(iE)d'refiqy (623)

Substituting this in equation 6.22 results in:
- 1
Varlx.t) = ¥ 2500 iy o)1, (v =
XYy
Recalling the assumptions made earlier, namely that the transferred energy AFE is
the full electron energy and the transferred momentum q is the full momentum of
the recolliding electron at the moment of recollision:

AE = —E.(t,) (6.25a)
q= _pc(tr) (625b)

—lay (6.24)
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E.(t,) and p.(¢,) are the total energy and momentum of the electron at the moment
of recollision ¢,.. Substituting equations 6.25 into equation 6.24 results in:

Verr(x, 1) = e~ /" Beltr)dtr / dyO(y)|Ag(y)® Py, (6.26)

Ix -yl

the recollision energy FE.(t,) is integrated over the recollision time and yields the
phase of the interaction. Variable substitution of y — x = r leads to ePey =
e"PX ¢iPeT and regarding the fact that the width of the wavepacket envelope is much
larger than the characteristic size x of the bound electron wavefunction, equation
6.26 can be rewritten as:

Vet (x,t) = et/ Ec(T)dTeipr/dr@(r)|Ag(r)|2ﬁeiPCr. (6.27)

The expression for Veg contains the operator:
V(x) o et Beltr)dtr gipex (6.28)

that is responsible for the transition of the bound electron by recollision The tran-
sition operator e’3* is well-known in the Born approximation in scattering theory.
The e~i /" Ee(t)dtr torm is the phase of the effective time-dependent interaction and
reflects the energy that was transmitted to the bound ion. As opposed to plane
waves which are assumed in the Born approximation, the part in the integral in
equation 6.26 is added to accommodate the deviation of the incoming and outgo-
ing wavepackets from plane waves because the shape of the outgoing wavepacket is
changed by the presence of the laser field.

The transition from the ground to the excited state of the ion is dipole allowed and
quadrupole forbidden and the effective field is obtained by expansion of e’P<* up to
the linear term:

eipcr

Eogp(t) = et Beltr)dtr / dr@(r)|Ag(r)|2W (6.29)

The next step is to calculate the last integral, which is the Fourier-transform of the
incoming wavepacket density ©(r)|Ay(r)|? times the Coulomb interaction ﬁ The
wavepacket densities in the directions transverse and along the laser polarization
are assumed to have a width pg and zg, for which expressions are given below. The
wavepacket density in the direction transverse to the laser polarization is assumed
to be of Gaussian shape with width pg(¢). In the direction along the laser polariza-
tion the wavepacket density is written as x(z) and is at this point not defined yet.
The lengths of the wavepacket in the directions along z and perpendicular p to the
laser polarization are increasing in time, reflecting the spreading of the wavepacket.
As only the density of the wavepacket is needed and the complicated phase struc-
ture of the wavepacket is not taken into account, the following expression for the
wavepacket is used:
1

|4, (r)[20(r) = —5e /7 |x(2)]?O/(=) (6.30)
TPp
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Chapter 6. Electron localization in Hf and D3 molecules

The p— part of the wavepacket is normalized. For the electron density in the
transverse p-direction a Gaussian shape is a good approximation. The wavepacket
along the laser polarization direction z is however more complicated. Using equation
6.30 the expression for the effective field becomes:

.t +oo .
Bua(t) = e~ Ferp, / d20(2)|x(2) [P

— 00
> 1 2, 2 1
X 2npdp—se P /P ———— (6.31)
/0 0 VP2 + 22

It can be shown [220] that the last integral over p can be approximated by:
> 1 : 1
/ 27rpdp—2ffpz/”g ~ VT (6.32)
0 TPo Vo2 +22 T2+ o}

The last part is to estimate the wavepacket density along the laser polarization, by
definition:

“+o0o
/ ()2 = 1. (6.33)

— 00

and if the characteristic size of x(z) is zp, the following estimate can be made:
Ix(2)|> ~ 1/29. Next the integral over e<* and O(r) is calculated by a crude
estimation. Writing p.z in terms of dimensionless variables: p.zo X i and using that
Pezo > 1 makes e'P<? a fast oscillating function on the scale of zy. The exponential
multiplied with ©(z), which is a function with a sharp edge, allows one to estimate
the integral over e??<*©O(r) by integration by parts. It can be shown that the leading
term is:

. .t 1
Bog(t) ~ B¢ =i )" Be(m) awl VT (6.34)
Pe 20 /pg + %

The effective field is proportional to the phase of the time-dependent interaction:

e~ J" Be(T)d7 and the inverse of the size of the wavepacket: % \/;%‘ The term
0T pZ

Pe indicates the direction of the field.

In the last part of this section, the sizes of the wave packet pg, 2o are calculated.
These are proportional to the velocity with which the wavepackets spread. The
imaginary tunneling time 7p gives uncertainties in the velocities parallel v, and
perpendicular v, to the laser field.

1
Av, ~ Av, ~ —— (6.35)
T

and the sizes of the wavepacket are:
po =20 = Avp o1/ (t — tp)% + 72 (6.36)

tp is the time at which the electron is 'born’ in the continuum with zero velocity.
The last part is to obtain the tunneling time in the multiphoton regime from the
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non-adiabatic tunneling time [222]. The tunneling time depends on the Keldysh
parameter v and the time of birth, related to the phase of the laser field.

$o = arccosh(S/VP) (6.37a)
S = sin(wtyp) (6.37b)
1
P= 5(1+72+S2 — VD) (6.37¢)
D=(1++%)%+8*+25%(»* - 1) (6.37d)
. I . . . . .
v is the Keldysh parameter: v =,/ ﬁ , where I, is the ionization potential of the

target. ¢ is the phase in the laser field at which the electron starts it’s underbarrier
motion. ¢q is complex and the tunneling time is defined as the imaginary part of
Tr = ¢o/wo, where wy is the laser frequency.

6.3.4 Calculation of effective field

Following the derivation in the previous section, we can calculate the effective field,
that excites the molecular ion, using equation 6.34. We need to find the recollision
momentum p. and energy F.(t,) and the sizes of the wavepacket po, zg, as a function
of time. To this end, we use a standard recollision model for a few-cycle pulse, in
which the classical electron trajectories in the continuum in the presence of a laser
field are calculated [176]. The general equation for the position and velocity of an
electron in a laser field E(¢) is given by:

mzZ =mv = eEL(t) = eFEyf(t) cos(wot + @) (6.38)

where Fj is the peak field strength, wy is the carrier frequency of the laser and f(t)
is the sin2(t) laser envelope with pulse duration ¢,. m = 1,e = —1 are the electron
mass and charge. The magnetic field of the laser and the electric field of the ion are
not considered.

The electron trajectories are started during a full half-cycle of the laser pulse, at
an initial position z; = 0 and initial velocity v; = 0. The initial velocity is in
correspondence with tunneling theory. The position and velocity of the electron
during the trajectory can be calculated by analytically solving equation 6.38.

In calculating the effective field, the following assumptions are made:

e The experimental photoion spectra do not exhibit signatures of a photon struc-
ture, indicating that nuclear wavepackets ionized during different half-cycles
do not interfere.

e Each half-cycle in the laser pulse can therefore be treated separately and the
effective field is calculated for trajectories started during one particular half-
cycle.

e Electrons coming back to the core during a 2"¢ and/or 3'¢ return have not
interacted with the ion before and have not transferred momentum or energy.
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Figure 6.4: a) Classical electron trajectories (solid lines) in a few-cycle laser pulse
(dotted line). The laser intensity was I =4 x 103 W/em? with 7, = 7 cycles ~ 6.4
fs FWHM. Only the trajectories of electrons that return to z = 0 are plotted. For
clarity only a selection of the actually used trajectories is plotted. b) Recollision
energy of electron as a function of the return time for all the trajectories that return
to z = 0. The 1°* return has a maximum energy of 2.8 U,, and the 274 and 3™ return
both have a maximum energy of 0.74 U,. c) The effective field as calculated with
equation 6.34. d) The original laser field (solid line) with the summed effective field
(dotted line).

Figure 6.4 shows the result for a calculation where electron trajectories are started
during a half-cycle that coincides with the maximum of the laser pulse envelope.
The trajectories are plotted in Figure 6.4a, alongside with the laser field (dashed
line) in which the electrons are moving. Electrons return to the core for the 15* time
during ¢t = (0 — 1) Ttyere. Correspondingly the 274 and 3¢ return of the electron
to the core are respectively during ¢t = (1.0 — 1.5) Teyee and ¢ = (1.5 — 2) Toyeie.
Later returns are at this point not taken into account as the field-strength will
have reduced significantly due to the increasing size of the wavepacket and will not
significantly contribute to the g, — w, excitation.

The classical trajectory is sensitively dependent on the phase of the laser field at
which the electron starts the trajectory in the continuum. In the absence of Coulomb
potential effects, trajectories can be uniquely characterized by their time of birth
and time of recollision. Only the time of births t;, recollision time ¢,., momentum p.

92



6.3 Numerical simulations

and energy E. for electrons that return to z = 0 are used to construct the effective
field. The recollision energy F. is plotted for all trajectories that return to z = 0 as
a function of the recollision time in Figure 6.4 b). The recollision energy is plotted
in units of the ponderomotive potential U,. For electron trajectories in a CW pulse,
the maximum recollision energy for the 15, 2°4 and 3™ return are respectively 3.17,
1.6 and 2.4 U,. As opposed to the electron motion in a continuous wave (CW),
the maximum recollision energy in a few-cycle pulse will depend on the half-cycle
during which trajectories are started. For the trajectories plotted in Figure 6.4 b)
the recollision energies for the 15¢, 2"4 and 3" return are respectively 2.8, 0.74 and
0.74 U, and have decreased significantly due to the falling edge of the laser envelope.
Recalling equation 6.34, the recollision energy of the electron is used in calculating
the the phase of the effective field by integrating over the recollision energy F. as a
function of the recollision time ¢,..

In the calculating the E.;;(t), the wavepacket sizes py, 2o are also required and are
calculated by using ¢; in equations 6.35, 6.36 and 6.37.

Trajectories are started during a full half-cycle of the laser field and the effective
field strength needs to be weighted with a relative ionization amplitude. In the
multi-photon regime, the non-adiabatic tunneling rate is used, as given in [25]:

T(t) o exp (- on; 0 g0, G(t))) (6.39)

0

where I'(t) is the ionization rate. ®(y(t),0(t)) is [25]:

_?n/b—aSi vVb+a

1
®(7,0) = (v* +sin® 0 + )1 0 —
(7,0) = (7" +sin )Inc o n || ol

2
a=1+~%—sin’0

b=1/a? + 4y2sin® 0 (6.40)
2 2
= a0 (2= rsin
Cc = 9 Y B S.

where y(t) = v/ f(t) and the phase of the laser field (t) = wot + ¢ — 7k, where the
k is chosen to let 0(t) < |w/2]|.

T(ty)

, where
T(tmowm)

The trajectories are weighted with a relative ionization amplitude

tgon corresponds to the half-cycle maximum of the laser field.

The resulting effective field is complex and is proportional to e~ *¢() where %(tt)
is the energy of the electron at recollision. To use the effective field in the existing
TDSE code, the complex conjugate of the effective field was added to it. The
effective field corresponds to the co-rotating term in first order perturbation theory
of a 2-level system in an oscillating electric field. The complex conjugate of the
effective field is analogue to the counter-rotating term. Close to the resonance, the
counter-rotating term is negligible compared to the co-rotating term. The addition
of the complex conjugate of the effective field should therefore have a small effect
on the excitation probability.
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Chapter 6. Electron localization in Hf and D3 molecules

The resulting real effective field is shown in Figure 6.4c.

To eliminate numerical artifacts, the effective field is multiplied with a function
that goes from 1 to 0 during the last i laser cycle of the effective field, using a
sin?¢ function. The sum of the laser field and the effective field Fr, g, () =
Er(t) + Ecps(t) is shown in Figure 6.4d.

6.3.5 Simulations of dissociative ionization of H, and D-

The time-dependent Schrédinger equation (TDSE) is solved to describe vibrations,
excitations and dissociation of Hj and D3 molecules, after ionization at a half-cycle
maximum of the laser field. The ionization step is assumed to happen instanta-
neously at a peak of the laser field and is modeled as a Franck-Condon projection
of the vibrational ground state of Hy and Dy on the quasi-static ground state of Hy
and D2+.

The total molecular ion wavefunction ¥(x, R,t) is expanded in terms of the two-
lowest lying field-free electronic states:

\1/(:17, R7 t) =Cq (t)qu(R? t)(bg(l‘, R) + Cu (t)wu (R, t)¢u (LL', R) (641)

where R is the internuclear distance and x is the bound-electron coordinate. g ., (R, t)
are the normalized nuclear wavefunctions and ¢4(r, R), ¢, (r, R) are the electronic
wavefunctions of the electron. The two-lowest lying electronic states are consid-
ered to be the 1so, and 2po,-state in Figure 6.2a. Note that a distinction is
made between ¢4(x, R), ¢ (z, R) and g(x,t),u(x,t) in section 6.3.2. Both wave-
functions describe the bound x-electron, but g(x,t), u(x,t) describe the quasi-static
electronic states. The Born-Oppenheimer approximation is applied, i.e. the elec-
tronic wavefunctions are assumed to follow the nuclear dynamics adiabatically. The
time-dependence of the nuclear wavepacket thus also gives the time-dependence of
the electronic wavefunctions.

The molecules are assumed to be aligned along the linearly polarized laser field.
The Hamiltonian that describes the interaction between the electronic states in the
presence of an electric field E(t) is given by:

~ ~ ~ h2 62
H=T(R)+V(R)=- %@-FV(R)
( 2’"1% a0z TV, (R) —M(}E)E(t) > (6.42)
—u(R)E(t) _m% +Vi(R)

where V; and V,, are the potentials of the electronic eigenstates, m;.q the reduced
mass and u(R) the R-dependent dipole moment. By inserting the wavefunction
(6.41) into the time-dependent Schrédinger Equation: ih%—‘f = H'\Il, one obtains the
following coupled equations:

0 (e(t)y(R,1)
Zat( (OB, ))‘
( i (R R )(cgawgm,w) 613
rn)

—w(R)E() — 61-22 +Vu(R)

94



6.3 Numerical simulations

Solving these coupled equations gives the time-dependence of the nuclear wave-
functions ¢4(R,t),1,(R,t). A split-operator approach is applied, representing the
nuclear wavepackets either in momentum g/, (p,t) or position space g/, (R,1).
The split-operator method facilitates the application of the kinetic energy operator
T(R) = p?/2m and potential energy V(R) operator, which are respectively easier
applied in momentum and the position representation of the wavefunctions.

To evaluate the localization of the eletron on the left or right proton, the wave-
function is evaluated in a basis of two localized electronic states. The 1so, and
2po, states are written as the bonding and antibonding combinations of the atomic
wavefunctions, ¢; ,, with the electron either on the left or right proton:

(2. F) = (6, ) + (0, )
(ll)u(x’ R) = i((bl(va) - qj)r(xv R)) (644)

V2

It can be recognized that the localized states can be found by rewriting equations
6.44:

1
o1(z,R) = E(qﬁg(x, R) + ¢u(z, R))
b (1, R) = (g, R) — bu(, R)) (6.45)

V2

The nuclear wavefunctions ¢4(R,t) and ¢, (R,t) are found by projecting the total
wavefunction ¥ onto the localized electronic states:

a(t)hi(R,t) =(di(z, R)[U(R, 1)) = %(Cy(t)%(ﬂ t) + cu(t)Pu(R, 1))

(g0 (o) + a0 (R 1)) (6.46)
V2
A linear combination of the gerade and ungerade states is created by the laser field,
which results in localization of the electron on the ’left’ or ’right’ proton [34, 50].
The TDSE calculations yield the population in the localized states as a function of
internuclear distance. A position filter is applied to remove the bound part of the
localized populations and after Fourier transformation yields the photoion spectra
for dissociation to the ’left’ or 'right’ with respect to the laser polarization.

The asymmetry parameter A(E}, ¢) for one particular ¢ is obtained by summing the
populations in the localized states with a weighing factor, which reflects the relative
ionization rate for the half-cycle maxima in the laser envelope. This weighing factor
is Flgt(’;':cé‘f), where ¢ = 0 coincides with the maximum of the laser envelope. Finally,
A(Fk, ¢) is obtained by solving the TDSE for different values of ¢.

¢ ()Y (R, 1) =(or(z, R)|¥(R, 1)) =

6.3.6 Interference of nuclear wavepackets excited by different
recollision events

In the calculation of E.zf(t) the 15¢, 279 and 3 return of the recollision electron
to the molecular ion are included. Nuclear wavepackets excited by the 1, 24 and
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3'd return are coherently summed and interference between these wavepackets can
occur when the final kinetic energy are identical. Interference between Hj nuclear
wavepackets from different recollision events can occur in the case that there are
two pathways leading to the same state of the total molecular system. In the TDSE
calculations only the H;r nuclear wavepackets are propagated and the continuum
electron is consequently not described. However, the interference can only occur if
the continuum electron that is correlated to the nuclear wavepacket in the 2po,-
state, is identical for the different wavepackets. Disregarding the phase and energy
of the continuum electron can thus lead to interference that is not real.

In this section it is discussed whether a description in which the continuum electron
is neglected is appropiate or not. To facilitate the discussion, we rewrite the molecu-
lar ion wavefunction in equation 6.41, to include the continuum electron wavepacket.
The total molecular wavefunction before recollision can be written as:

U(z,y, R, t) = cg(t)hg(R, 1) fo(y,t)dg(z, R) (6.47)

It is assumed that 14(R,t)fs(y,t)¢q(z, R) acts as a source for excitation to the
excited state. During the 15° recollision, a part of the nuclear and electronic
wavepacket g (R, t)p4(z, R) is excited to the 1, (R,t)¢,(z, R) excited state of the
ion, correlating with a continuum wavepacket fy(y,t):

U(z,y, R, t) = cg(t)hg (R, 1) fo(y, )by (2, R) + ¢V ()5 (R, ) £V (3. 1) du(, R)
(6.48)

I(Ll)(R, t) is the nuclear wavepacket, that was excited to the 2po,-state at the 15

return of the electron. fl(bl)(y, t) is the part of the continuum electron wavepacket,
that transferred energy and momentum to the ion at the 1% return, indicated by
the superscript (1) and c&l)(t) is the corresponding amplitude. Part of the ground
nuclear wavepacket can be excited by the 2°¢ or 3'¥ return of the electron and the
total wavefunction is written as:

U(x,y, R,t) = cg(t)1hg (R, 1) fo(y, t) by (x, R) +
DO (R, 1) fM (1) + D (0D (R ) £ (9, 1) + D ()0 (R ) £ (w, t)] Pulz, R)
(6.49)

where 1/)5")(1%, t) is the nuclear wavepacket that is excited by the n'" recollision
of the electron, correlating with the fﬁ”) (y,t) continuum electron wavepacket and
o (t) is the corresponding amplitude.

In the current calculations, two extreme cases of wavepacket interference are pre-
sented and compared to the experimental data. The comparison to the experimental
data should indicate whether interference between different wavepackets excited by
different recollision events plays an import role. In case (A), it is assumed that the
electron continuum wavepackets for the 15, 2"d and 3'9 return are identical:

f£1)<y’ t) = f’LS,Z) (ya t) = f153)(y? t) (650)
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If equation 6.50 is correct, the nuclear wavefunctions wq(f) (R, t) should be coherently
added. In the numerical simulations, E.f(t) is calculated by including either the
15t 15t42nd 156431 or the 15042744-3'4 return of the continuum electron. This
allows for interference between nuclear wavepackets excited by the different returns
in the TDSE calculations.

In case (B), £ (y,t) for the 1%, 274 and 3" return are not identical:

FO 1) # P, t) # P (y,t) (6.51)

Intuitively one would expect that the electron wavepackets interacting with the ion
at different returns are not identical. The difference between the electron wavepack-
ets arises because the phase development of the electron wavepacket after recollision
will probably not be identical with the phase development of an electron wavepacket
that interacts with the ion at a later return. This is also supported by numerical
calculations of recollision excitation of Hj to simulate the H* kinetic energy spectra
in [215]. In these calculations, the nuclear wavepackets were incoherently added and
the numerical results compared well to the experimental photoion spectra.

In case (B) the nuclear wavepackets excited by the different returns should be inco-
herently added. In the numerical simulations, individual calculations are performed
in which E.f(t) is nonzero only during the 1°¢, 274 or 34 return by applying ap-
propriate Gaussian filters. The localized populations are summed after the TDSE
calculations to obtain the asymmetry as a function of kinetic energy.

6.4 Numerical results

In this section the results of the TDSE calculations of Hf and DJ are discussed.
This section is divided into three parts.

In paragraph 6.4.1, the effect of the effective field E.;¢(t) on the excitation and
dissociation of H;r is illustrated by plotting the time-dependent populations in the
1so4 and 2po,-states for propagation in Er(t) and Ery g, (t).

In paragraph 6.4.2, the dependence of the fragment kinetic energy on the time-
structure of the effective field is shown by applying a filter to E.f¢(t) to include
only the 1%, 2 or 3" return of the continuum electron.

In paragraph 6.4.3 the effect of the coherent or incoherent addition of nuclear
wavepackets, excited by the different returns, on the asymmetry A(Ey, ¢) is shown
for Ho and D5. In all the calculations the following laser conditions are used:
[=4x10"3W /cm?, ¢,=6.38 fs FWHM.

6.4.1 Recollision excitation by an effective field

Figure 6.5a,d respectively show the time-dependent energy-resolved populations in
the 1so, and 2po, states, which is the result of solving the TDSE for Hy in only
the laser field Fr(t). EL(t) is shown on top Figure 6.5a. The energy-resolved pop-
ulations at the end of the propagation in the 1so, and 2po,-states are respectively
plotted in Figure 6.5¢,f in black. The low kinetic energy fragments (E < 2 eV) are
attributed to dissociation by bond-softening. The fragments observed for Ej = 3-
10 eV is attributed to a numerical artefact in the TDSE calculations, caused by
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Figure 6.5: Solving the TDSE for HJ in only the laser field Ey,(t) yield the energy-
resolved populations in the a) 1so, and d) 2po,, states, conversely the calculation
using the laser field and the effective field Er g, (t) yields the population in the b)
1so4 and e) 2po, states. The populations are plotted on a logarithmic colorscale.
Er(t) and Eryp,,,(t) are respectively plotted on top of panels a) and b). The
populations in the c) 1so, and f) 2po, states at the end of the propagation are
plotted for propagation in Ef,(t) (black) and Er 4 g, (t) (gray dashed lines). E.ys(t)
is calculated by including only the 1% return of the electron to the core.

projecting the Hy ground state wavepacket onto the quasi-static ground state of Hy
at the peak of the laser field.

The time-dependent populations in the 1so, and 2po, states for the calculation
with the laser and effective field £, g, ,, (t) are respectively shown in Figure 6.5b,e.
Er+ B, (t) is shown on top of Figure 6.5b.

The effect of effective field is clearly observed in an increase in both the populations
in the 1s0, and 2po,, states for Ep=3-8 eV. Interestingly, the dominant effect of the
effective field is only observed in the laser cycle following E.s¢(t) (i.e. t > 4.5 fs).
This observation supports the assumption that the recollision electron does not
have enough energy on its own to excite the molecular ion to the repulsive state
and needs the laser field to complete the excitation. The delay in the excitation to
the repulsive state can be understood in terms of Landau-Zener tunneling [223] in
which the excitation mechanism is understood by laser-induced avoided crossings.
The populations in the 1so, and 2po, states at the end of the propagation are
respectively plotted in Figure 6.5¢,f in gray dashed lines. An increase of two orders
of magnitude is observed for E; = 3-9 eV, compared to the populations obtained
by propagation in only the laser field Ey(¢) (black line). The effective field indeed
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induces recollision excitation resulting in the formation of ion fragments with Ey =
3-9 eV.

6.4.2 Dissociation of Hj and Dj by recollision excitation

The fragment kinetic energy depends on the internuclear distance R at the time
of excitation to the repulsive 2po,-state. This dependence of the fragment kinetic
energy on the time of recollision excitation was previously used in molecular clock
experiments [215, 224]. This relation is schematically illustrated in Figure 6.2a. Rec-
ollision by the 1%t, 224 or 3" return of the electron will excite the nuclear wavepacket
at larger internuclear distances, resulting in lower fragment kinetic energies. Infer-
ring from the vibrational periods of H;‘ and D;‘ , which are respectively ~ 15 and
~ 24 fs [225, 226], differences in the kinetic energy spectra can be expected between
Hy and DJ.

In this section, the effective field E.f(t) is only nonzero during the 1%¢, 214 or 3td
return of the continuum electron. The populations in the 1so, and 2po,, states both
illustrate the effect of the recollision electron dynamics as well as the molecular dy-
namics. For reasons of brevity only the population in the 2po, state is shown in
this section.

The population in the 2po, state at the end of the propagation, calculated with the
laser and effective field Er g, ,,(t) is plotted in gray dashed lines in Figure 6.6 for
Hy (top panels) and DJ (bottom panels) and can be compared to the calculation
using only the laser field E,(t) (black solid lines). The results of including only the
1%, 274 and 3" return are respectively shown in Figure 6.6a,d, 6.6b,e and 6.6¢,f.
For all the returns an increase in the population, compared to the calculation with
only the laser field Ep(¢) is observed. As the return time of the electron is later,
the increase in the population in the 2po, state is observed for increasingly smaller
kinetic energies, in correspondence with the increasing internuclear distance for the
later returns.

Interestingly, the increase in the population is larger for the 2" return (Figure
6.6b,e) compared to the 15 return (Figure 6.6a,d). This is attributed to the larger
internuclear distance at which the excitation by the 2°¢ recollision takes place, en-
hancing the excitation probability.

Subtle differences between Hi and DJ can be observed in the relative weights of
population as a function of kinetic energy. Generally, the population in the kinetic
energy range Fj, = 6-9 eV is larger for D compared to Hj. The DJ molecular
ion has moved over a smaller internuclear distance compared to the H molecular
ion and excitation to the repulsive 2po,-state will thus result in fragments with a
higher kinetic energy compared to H;r

Note that the populations in the 1so4-state show a similar trend to the populations
in the 2po,-state. An increase in the population with F; = 3-9 eV is observed and
is attributed to de-excitation from the 2po, to the lso,-state, forming fragments
with £, = 3-9 eV.
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Figure 6.6: Population plotted on a logarithmic scale in the 2po, state for a-c) Hy
and e-f) D for propagation in the laser and effective field Er, g, () (gray dashed
lines) and only the laser field Ey(t) (black solid lines). Eesf(t) includes only the
a,d) 15 return b,e) 2" return or c¢,f) 3' return of the continuum electron to the
core.

6.4.3 Electron localization in dissociative ionization of H,
and D, as a function of CEP

Carrier-envelope-phase scans of the asymmetry: only the 1%, 2"d or 3™
return

The asymmetry parameter A(E},¢) calculated with only the laser field Fr(t) are
respectively shown for Hs and Do in Figure 6.7a,e. Similar to the experimental
results, regions of positive and negative asymmetry are observed for each value of
¢. The population in the kinetic energy region Ej; = 3-9 eV is negligible and the
asymmetry parameter in this kinetic region is therefore not meaningful.

The effect of the 15 return of the recollision electron on the asymmetry parameter
A(Ek, ¢) is respectively shown for Hy and Dy in Figure 6.7b,f. An increase in the
asymmetry in A(E}, ¢) is observed for both Hy and Dy for Ey, = 3-9 eV. A(E), ¢) is
qualitatively similar for Hy and Do, apart from a w-phase difference for E = 6-9 eV.
The asymmetry parameters A(Ey,$), calculated by including only the 2°¢ return
in E.¢f(t), are shown for Hy and D, in Figure 6.7c,g. Interestingly the 274 return
of the continuum electron induces a clear m phase-difference between Hy and Doy for
E; =4.5— 17 eV. The oscillatory stripes of positive and negative A(Ey, ¢) for Ex =
7-10 eV for both Hy and D4 are attributed to the structures observed in the energy-
resolved populations in the 1so, and 2po, states at these energies. This might be
due to interference between wavepackets that are excited by the laser pulse and by
E.rs(t). In Figure 6.7d,h the asymmetry parameter A(E}),¢) is shown when only
the 3" return is included in calculating E,fs(t). A m-phase difference between Ha
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Figure 6.7: A(Ey, ¢) for a-d) Hy and e-f) Dy. The asymmetry parameter A(E}, ¢)
is calculated for a,e) the laser field E (t). The effect of the recollision dynamics on
A(Ey, ¢) is illustrated by adding the effective field E.f¢ to the laser field E'r(t) only
for times when the electron comes back to the core at the b,f) 15¢ return, c,g) 3
return or d,h) 3*¢ return.

and Dy is now observed for Ej, = 3-6 eV.

The experimentally observed m-phase difference between Hy and Do is only repro-
duced for excitation by the 2" or 3'd return of the continuum electron. This
suggests that multiple returns play a crucial role in the electron localization during
dissociation.

Coherent addition of nuclear wave packets excited by the different
returns

The nuclear wavepackets excited by the 15t, 2 or 34 return are coherently summed,
allowing for interference excited by these wavepackets. The asymmetry parameter
A(FEk, ¢) is shown in Figure 6.8a-d for Hy and 6.8e-f for D.

In Figure 6.8b,f the asymmetry parameter A(Ey,¢) is shown respectively for Hs
and Dy when the 15 and 2"¢ return are included in E.f¢(t). A 7m-phase difference
between Hs and D, is observed over a kinetic energy range of Ey = 4.5-7 eV and
can be solely attributed to recollision during the 2" return.

The asymmetry parameter A(E},¢), calculated when the 15 and 3" return are
included, are shown in Figure 6.8c,g. The effect of including the 3" return is quite
dramatic on A(Ey,$) for both Hy and Do, i.e. the kinetic energy dependence of
A(FE}, ¢) becomes more complex and is ascribed to interference between wavepackets
excited by the 1%t and 3¢ return.

The effect of including the 15¢, 2°4 and 3'¥ return in E.;(t) is shown in Figure
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Figure 6.8: A(E}, ¢) obtained by coherent addition of nuclear wavepackets excited
by the 1%, 2"d or 3' return of the continuum electron, allowing for wavepacket
interference during dissociation. a-d) Hs and e-f) Dy. A(FEk, ) is obtained for
including the a,e) 1'st return, b,f) 15¢ + 2" return c,g) 15¢ + 3'¢ and d,h) 15¢ +
2nd 4 314 yeturn of the continuum electron in calculating Eef ().

6.8d,h. The m-phase difference between Hs and Dy extends over a kinetic energy
range of E = 3.5-8 eV. Interestingly, Figure 6.8d shows a close resemblance to
Figure 6.8b, in which only the 1%* and 2" return are included. The inclusion of the
3' return has mainly modified A(Ey, ¢) for E), = 2-4 eV, enhancing the asymmetry
contrast.

Incoherent addition of nuclear wave packets excited by the different
returns

The asymmetry parameter A(Fy, ¢), calculated by incoherently adding the nuclear
wavepackets excited by the 15¢, 2°d or 3™ return, is shown in 6.9a-d for Hy and
6.9e-f Dy. The asymmetry parameter is again shown in Figure 6.9a,e when the 15t
return is included in calculating the effective field E. s (¢)

Figure 6.9b,f shows the asymmetry parameter A(E},¢) when the 15t42"d return
are included in calculating Fcf¢(t). A(Ey, ) for both Hy and Dy shows a close
resemblance to the coherent wavepacket summation in Figure 6.8b,f. This illustrates
that interference between wavepackets excited by the 15¢ and 2°¢ return does not
have a large effect on A(Fg, ¢).

The result of including the 1543 return in calculating the asymmetry parameter
A(Ey, ¢) is shown in Figure 6.9c,g. For Hy, the effect of including the 3'¢ return
is mainly observed for Ej = 2-4 eV. The small influence of the 3" return on the
fragments with Ej, > 4 eV is attributed to the fast molecular dynamics of the Hj ion.
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Figure 6.9: A(Ey, ¢) is calculated by incoherent addition of wave packets that are
excited by the 1¢, 224 or 3™ return. A(Ey,¢) is shown for a-d) Hy e-h) Dy when
the a,e) 15 return, b,f) 1504224 return, c,g) 1% + 3'¢ and d;h) 15¢ 4 2nd 4 3rd
return are included in calculating Eeff(t).

For D, the effect of adding the 3¢ return is more pronounced. The contrast of the
asymmetry decreased significantly by including the 3'¥ return and the asymmetry
parameter A(E}, ¢) seems to be dominated by the localized populations formed by
the 34 return. The experimentally observed 7-phase difference between Hy and Do
is observed for Fj, = 4-8 eV.

In Figure 6.9d,h A(FE}, ¢) is shown for Hy and Dy, when the 15427443 return are
included in calculating the effective field E.rf(t). A m-phase difference between Hy
and Dy is observed for Ey = 4-7 eV. Regarding the fact that A(Ek, ¢), calculated
when only the 15¢ return is included, does not show a 7 difference between Hy and
Dy suggests that for Dy, A(Ey, ¢) is dominated by the populations excited by the
274 and 3" return.

6.5 Conclusion

Hs and D5 molecules are dissociatively ionized by a waveform-controlled few-cycle
IR pulse. The fragment ion ejection shows an asymmetry with respect to the laser
polarization which is attributed to an electron localization during the dissociation
of the Hj and D3 molecular ions.

In contrast to the results in [34] the asymmetry as a function of the CEP shows
a dependence on kinetic energy. Furthermore, a m-phase difference is observed be-
tween Hy and Dsy. To explain the m-phase difference between the two isotopes and
the discrepancy between the two experimental results, which can be sought in the
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Chapter 6. Electron localization in Hf and D3 molecules

different experimental conditions, simulations of the dissociative ionization of Hs
and Dy molecules are done. The time-dependent Schrédinger equation is solved for
Hj and D] in the presence of a few-cycle IR pulse.

The formation of fragments with Ej, = 3-9 eV is attributed to dissociation induced
by recollision excitation, which is a two-electron process that is not included in the
TDSE calculations. To incorporate recollision excitation in the simulations, a semi-
classical model is presented that allows one to capture the two-electron interaction
into an effective field that is used in the TDSE calculation and allows one to develop
a more intuitive understanding of the role of the recollision electron dynamics in
the experimental results.

The numerical simulations with only the laser field F,(¢) are not able to form sig-
nificant populations between E, = 3-9 eV. The laser field on its own is therefore
not sufficient to qualitatively reproduce the experimental results.

The results, in which only the 15 return of the electron is included in calculating
the effective field E.ff(t), yield similar results for Hy and Do and are unable to
reproduce the experimentally observed m-phase difference.

Only including the 2"¢ return in addition to the 1%% return, reproduces the afore-
mentioned 7-phase difference between the two molecules. Adding the 3" return to
the previous results, predominantly changes the kinetic energy dependence of the
asymmetry parameter A(Ey,®) only for Ej = 2-4 eV. The limited role of the 34
recollision, which for a continuous wave has a larger recollision energy compared to
the 279 recollision is attributed to a combination of two effects. First, excitation
of the HJ molecule at larger internuclear distances leads to fragments with a lower
kinetic energy. Second, the localized populations are predominantly formed by ion-
ization at the three half-cycle maxima in the center of the few-cycle pulse. Due
to the rapidly falling edge of the envelope, the recollision energy of the electron at
the 3'¥ return is reduced, compared to a continuous wave, thereby decreasing the
excitation probability to the 2po,, state.

The numerical simulations show that the return of the continuum electron is
crucial in reproducing the m-phase difference between Hy and D5. This is remarkable
in the light of previous results, where either the 15¢ [215] or the 3" return [224, 227]
of the electron are assigned as the dominant contribution to the photoion spectra.
Furthermore, interpretation of the results in [34] included only the 1%* return of the
electron to the core [210].

In previous numerical simulations of recollision excitation of the Hj nuclear
wavepacket [215, 224], interference between nuclear wavepackets is not taken into
account as these wavepackets are incoherently added.

Under which conditions should one add the nuclear wavepackets coherently or in-
coherently? Coherent addition of the nuclear wavepackets with their respective
phases, is only appropriate when the continuum electron wavepackets, after the
various recollisions, lead to the same final state of the active continuum electron.
Whereas incoherent addition is correct when the active continuum electrons, even
if they end up in the same final state after the the various recollisions, their relative
phases are different. In this chapter an attempt is made to investigate the im-
portance and influence of interference between nuclear wavepackets. The coherent
and incoherent addition of wavepackets result in qualitatively similar asymmetry

2nd
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parameter A(Fy, ¢). In general the coherent addition of wavepackets results in a
more complicated kinetic energy dependence of asymmetry parameter A(E}, ).
This effect is more pronounced for Dy compared to Hy. This is attributed to the
slower dynamics of D;r compared to H;‘ in the ground state, resulting in a larger
phase difference between wavepackets in the ground and excited state.

In the experimental results, A(F}j,¢) is observed as tilted stripes of negative and
positive asymmetry, extending from the bottom left to the top right. This tilted
kinetic energy dependence of A(Fy, @), is only to a small degree reproduced in the
numerical simulations and shows a closer correspondence for the coherent addition
of the wavepackets. The more uniform asymmetry parameter A(Fy, ), i.e. the
smaller kinetic energy dependence of A(Ey, ¢), for the incoherent addition resem-
bles the experimental data more than the A(Ey, ¢) for the coherent addition. The
physical reality will be a mixture of the two extreme cases.
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High repetition rate fast piezo
valve

A.1 DMotivation

In chapter 2 we described in detail the attosecond beamline at the AMOLF-institute
in Amsterdam. In the experimental setup, we make use of a velocity map imaging
spectrometer (VMIs) to detect the charged particles that are formed in the inter-
action of a gaseous medium with an attosecond pulse train and/or infrared pulse.
The attosecond pulse train is a relatively weak light source, in order to increase the
count rates in the experiment we have designed a VMIs in which the gas injection
system is incorporated into the repeller electrode [120].

The effusive repeller described in [120] makes use of a capillary, through which the
gas enters the interaction region continuously. A further increase in the signal level
can therefor be obtained with a pulsed gas injection system. Towards this end,
we have incorporated a pulsed piezo valve into the repeller. In this Appendix, we
describe the design of the pulsed piezo valve that is the follow-up of the valve that is
described in section 2.5.4. In this Appendix we discuss the new high repetition rate
(> 1 kHz) fast piezo valve. The design considerations, the new mechanical design,
the operation and characterization are discussed.

A.2 Design considerations

In an experimental setup that uses a pulsed laser source in the interaction with
the gaseous medium, the repetition rate of the laser is an important parameter in
designing pulsed valves. Various groups, amongst which the group at the AMOLF-
institute, have used pulsed valves that are based on piezo disks. These valves operate
by flexing a cylindrical piezo disk with a voltage pulse (200 - 1000 V) with a duration
of ~ 200 us. The disadvantage of these piezo disk valves is that they are limited to
a repetition rate of 1 kHz. A growing number of femtosecond lasers with repetition
rates of > 1 kHz are now being used by research groups, increasing the demand for
piezo valves that can operate beyond this limit of 1 kHz. In addition, these piezo
disk valves produce relatively long gas pulses, thereby increasing the gas load on the
system. In a number of experiments, the rotational temperature of the molecules
is an important parameter, i.e. experiments where the molecules are aligned in the
laboratory frame require a cold molecular beam.

A significant decrease in the pulse duration is achieved by the magnetically activated
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Figure A.1: a) Serial bimorph piezo with free length { and thickness h. b) Parallel
bimorph piezo. Applying a bias voltage to the center contact ensures that both
strips are driven in the polarization direction.

plunger valve, demonstrated by Even et al in 2000 operates at 1 kHz[228]. The
Even-Lavie valve, as it is known amongst users, produces gas pulses with a 10 us
full-width-half-maximum (FWHM) duration, but can only operate at a maximum
repetition rate of 1 kHz. A major advantage of the Even-Lavie valve is the rotational
temperature of the gas molecules that can be as low as 1 K for seeded molecular
beams.

For experiments that do not require such a low temperature of the molecular beam,
an attractive alternative was presented about two decades ago by D. Gerlich et al
[229]. They presented a piezo valve based on a cantilever, but this design was
however never published in peer-reviewed journals. The cantilever piezo valve as
presented by D. Gerlich can operate at a repetition rate of > 1 kHz, producing gas
pulses with a duration of 20-30 us. Recently, a cantilever piezo valve, that is based
on the design by D. Gerlich, with a repetition frequency <5 kHz and pulse durations
of <10 ps was demonstrated [230].

The high repetition rate and the short pulse duration of the cantilever piezo valve
are very promising. Based on the performance of this cantilever valve, we decided
to build a pulsed piezo valve based on the design by D. Gerlich.

A.2.1 Piezoelectric ceramics

The operation of the valve is based on the piezoelectric effect, i.e. the piezoelectric
crystal changes its shape under the influence of an electric field. By combining the
piezo crystal with a material that does not change its shape under influence of the
electric field, i.e. a metal in the case of the aforementioned piezo disks, a deflection
of the piezo crystal is realized. Alternatively, two strips of the piezoelectric crystal
with an opposite mechanical response to the electric field can be used to obtain a
deflection of the piezo.

The piezo valve designed by D. Gerlich makes use of a piezoelectric ceramic that
is made of a mixture of lead titanate (PbTiO3) and lead zirconate (PbZrOjz) and
is fabricated by Morgan electronics under the type name PXE 5 (new name is
PZT503) [231]. Piezoelectric ceramics can be fabricated as unimorph, bimorph and
multilayer stacks of the piezoelectric material. In the cantilever piezo valves, the
bimorph piezoelectric ceramics proved to be the best choice. In a bimorph piezo,
two strips of the piezoelectric material are bonded together and the two strips have
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A.2 Design considerations

Table A.1: Charge constant ds; and thermal and electric limits of the PXE5 piezo-
electric ceramic. The height and width of the PXE 5 piezo used in the current piezo
valve are shown.

Charge constant dsz1 1012 (m/V) -215
Curie Temperature T, (C®) 285
Electric field strength (V/mm) 300
Capacity C (nF) 2.6
Piezo width w (mm) 10
Piezo height h (mm) 0.6

opposite (serial) or parallel polarization directions (Figures A.la and A.1b). In a
serial bimorph, the two strips are connected to a voltage source and requires only
two electrical connections. Due to the opposite polarization direction of the two
strips however, there is the risk of depolarization. This danger is circumvented for
parallel bimorph piezos, when the strips are individually connected and both strips
are driven by a voltage parallel to the polarization direction. This operation mode
is actually implemented in the piezo valve presented in [230].

The piezo valve described in section 2.5.4 is based on the cantilever piezo valve
design of D. Gerlich and we will therefore use the same serial PXE 5 bimorph
piezo, which has proven its use in previous experiments [229, 232]. We note that
in the mean time preparations were made to implement a parallel bimorph in the
current piezo valve, allowing one to drive the piezo valve at higher voltages without
depolarizing the piezoelectric material.

A.2.2 Deflection and resonance frequency

In designing the pulsed piezo valve we need to consider the deflection of the piezo
and the resonance frequency. The deflection of the cantilever piezo is related to the
piezoelectric charge constant, which is given in Table A.1 for the PXE 5 piezo. The
deflection § of a free cantilever for static operation is described by [230]:

12
0 ox EdglEg (Al)

where dg; is piezoelectric charge constant, [ is the free length of the cantilever and
h is the total height of the cantilever (Figure A.la). ds; is defined in Table A.1,
together with the width and thickness of the PXE 5 piezos that are used in the
current piezo valve. FEj is the voltage applied parallel to the polarization direction
of the piezo. The maximum voltage that can be applied to the PXE 5 piezo is
300 V/mm before depolarization of one of the piezoelectric layers starts to play a
role.

The fundamental resonance frequency is defined as [231]:

h
v = 4007 (A.2)

The piezo valve should be operated under the fundamental resonance frequency to
ensure a mechanical response that is follows the electronic driving pulse. From these
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equation A.1 and A.2 one can readily recognize that the deflection increases and
that the resonance frequency decreases with the free length of the cantilever.

The pulsed piezo valve needs to be synchronized with the femtosecond IR laser
in the experimental setup at the AMOLF-institute, which has a repetition rate of
3 kHz. The free length of the cantilever piezo was adjusted, such that the piezo
valve has a fundamental resonance frequency higher than the repetition rate of the
laser. Choosing ! = 6 mm, sets the fundamental resonance frequency to 6.7 kHz. The
deflection of the piezo valve in static operation is then approximately approximately
8 pm. The deflection in pulsed mode will be different due to the dynamical response
of the piezo [229]. The static operation of the pulsed piezo valve, we designed at the
AMOLF-institute, did not result in a considerable increase in the testing vacuum
chamber (< 1076 mbar), pumped by a turbopump with a capacity of 200 L/s.
Conversely, when operating the pulsed piezo valve at a repetition rate of 3 KHz,
pressures of ~ 10~% mbar could be reached and indicates that the pulsed valve
should not be operated too far from its resonance frequency.

A.3 Repeller with an integrated pulsed piezo valve

A.3.1 Mechanical design

The pulsed cantilever piezo valve needs to be incorporated into the repeller elec-
trode of a VMIs. The repeller electrode incorporates a nozzle with d = 50 pm and
[ = 200 pm. The central part of the repeller has a 1 mm flat region, from where
the electrode has a conical shape with an angle of 154° to accommodate the laser
focus in front of the repeller [120].

The first design of the pulsed piezo valve that was integrated into the repeller
housing, is shown in Figure 2.6. In this design, the distance of the viton disk to
the nozzle was adjusted by translating the piezo with respect to the nozzle. The
bimorph piezo was mounted on a translatable vespel bar and was therefore electri-
cally and thermally isolated from the repeller housing. In the adjustment of the
valve we experienced problems with the exact parallel translation of the piezo with
respect to the housing. In addition, the long-term stability of the valve proved to be
an issue, which was attributed to the heating of the piezo crystal and the thermal
isolation by the vespel bar.

To overcome these problems we reconsidered the mechanical design of the piezo
valve. The new design is shown in Figure A.2. Figure A.2a shows an expanded
view of the valve and includes a short description of the individual parts. Figure
A.2b shows a cut through the mounted piezo valve. In the current design, the piezo
is directly clamped to the repeller housing, thereby ensuring mechanical stability
and better thermal conductivity. The distance of the viton disk to the nozzle is
adjusted by moving the housing that holds the piezo, with respect to the repeller
housing with the nozzle.
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—> 1. Repeller

I 2. Clamping screws
' 3. Vespel isolation rings
4. RVS clamping bar
?——» 5. Vespel pillar with viton disk
6. Mylar isolation rings
- 7. P))éE 5 serial piezg

——— » 8. Wave spring

——> 9. Vespel translation ring

— »10. O-ring

——»11. Piezo valve housing (back)

—— > 9. Vespel translation ring

12. Gas tube

————>»13. Electrical feedthrough
—— 14, Vespel adjustment ring

Figure A.2: a) Expanded view of the pulsed piezo valve. 1.Repeller. 2.Clamp-
ing screws. 3. Vespel isolation rings to isolate the clamping screws (2) from (4).
4.RVS clamping bar is also used to provide a positive voltage pulse. 5. Vespel pillar
(d =1 mm, ! = 4.4 mm) with a viton disk (d = 1 mm, h = 0.5 mm) to seal the
nozzle. 6.Kapton rings for isolation of the RVS bar (4) from the valve housing (11).
7.PXE 5 serial bimorph piezo. 8. Wave spring for pushing back the valve housing
(back)(11) from the repeller (1). 9. Vespel translation rings to facilitate the move-
ment of the piezo valve housing (11) with respect to the repeller (1). 10.0-ring
(inner diameter d = 40 mm, ring diameter d = 1.5 mm) to seal the piezo valve.
11. Piezo valve housing (back) supports the piezo and provides the floating ground
potential, equal to the repeller voltage. 12.Gas tube 13.FElectrical feedthrough for
providing the positive voltage pulse. 14.Vespel adjustment ring sets the distance
of the viton disk with respect to the nozzle. The vespel ring has a fine thread
(250 wm/360°) to ensure a precise adjustment of the valve. Two slots in the ring
allow for easy adjustment with a special-made tool. b) A cut through the mounted
piezo valve.
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Appendix A: High repetition rate fast piezo valve

A.3.2 Expected gas density in the interaction region

The repeller with the integrated piezo valve allows one to reach a gas density that
is orders of magnitude higher than can be achieved with molecular beams produced
by a combination of pulsed valves and skimmers. In this paragraph, a simple calcu-
lation illustrates the expected gas densities. This calculation assumes for the first
part a continuous flow from the nozzle.

In the type of experiments that are performed in our group, the charged particles
arising from the interaction with the laser are detected by a combination of mi-
crochannel plates (MCPs) and a phosphor screen. The MCPs can be operated up
to a pressure of 10~° Torr, which in our case forms the limitation of the attainable
gas density in the interaction region. Assuming this maximum pressure of 10~° Torr
and a turbo pump with a capacity of 500 1/s, we can introduce 5 x 10~3 Torr 1/s
into the vacuum chamber, corresponding to 1.5 x 1017 atoms/molecules per second.
The nozzle has a diameter of 50 pym and when the atoms/molecules flow through
the nozzle with a speed of 300 m/s, we obtain a flow rate of 6 x 10~* 1/s. Dividing
the maximum flow rate of 5 x 10~3 Torr 1/s by the flow rate of 6 x 10=* 1/s, we
obtain a pressure of 8.5 Torr at the exit of the nozzle.

To obtain the expected gas density for a pulsed operation of the valve, we multiply
the previously calculated gas pressure of 8.5 Torr with the inverse of the duty factor
f[233]:

At

f = AtVpep = —
b Trep

(A.3)

where, vyep, and T, are respectively the frequency and pulse period of the pulsed
valve, related to the repetition rate of the driving laser. At is the duration of the
gas pulse. Assuming At = 28 us and a repetition rate of 3 kHz, an enhancement of
a factor of 12 in the gas density can be obtained and results in an exit pressure of
102 Torr.

The laser focus is typically at a distance of ~ 1 mm from the nozzle and assuming
an opening angle of 1 steradian the pressure will have dropped by a a factor of 660,
corresponding with a density of 0.15 Torr. The photoabsorption A is calculated
using the law of Lambert-Beer and A = olc, where o is the absorption cross-
section, ! the length of the interaction medium and c is the atom/molecule density.
o is typically 10717 cm?, ¢ = 7 x 107! atoms or molecules/cm? and [ is calculated
using the 1 steradian opening angle and distance, giving [ = 1.3 mm for d= 1
mm. The photoabsorption probability is thus 7 x 1073. One can compare this
to the 10~° photon absorption probability of a molecular beam, with a density of
10 atoms/cc. The repeller with an integrated piezo valve can thus increase the
countrate with 2-3 orders of magnitude. The attosecond pulse trains in our lab
typically contain 10-107 photons per pulse, corresponding to 103-10* counts/laser
shot.

The distance from the repeller will eventually determine the actual gas density.
Increasing the distance reduces the gas density quadratically with the distance from
the repeller. This is partly compensated by the increasing interaction length, which
increases linearly with the distance from the repeller.
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A.3 Repeller with an integrated pulsed piezo valve

Transformer Damping resistor
300V Power [ Ejectronic switch 114 R1
E—
230V } —— Serial bimorph
Electronics 25||¢5 TI- piezo
15V

Timing of pulse Voltage shape
é 0-180 V on piezo
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-
Height of pulse 0-35 us

Figure A.3: Schematic diagram of the pulsed piezo valve driver. The input 230
V is used for the 300 V power supply for the voltage pulse to drive the bimorph
piezo, as well as the 15 V power supply that is used for the driver electronics. The
electronic switch regulates the timing as well as the height of the voltage pulse
(by the potentiometer). A transformer is used to apply the voltage pulse to the
serial bimorph piezo, while the ground potential is floating at the repeller voltage.
A damping resistor prevents ringing in the voltage pulse due to resonances in the
transformer coils. The shape of the voltage pulse on the piezo is between 0-35 us
and can have a maximum of 300 V. Due to the danger of depolarization, the piezo
should not be driven above 180 V.

A.3.3 Piezo valve voltage driver

The fast pulsed piezo valve is driven by a valve driver that can generate voltage
pulses at the repetition rate of the laser and with pulse durations of 0-35 us. A
complication for the valve driver is the fact that one side of the piezo is clamped to
the repeller housing, which is set to a few kVs. The ground potential of the voltage
pulse should therefore be equal to the repeller housing, as the piezo is in electrical
contact with the repeller housing. The positive voltage pulse can be provided via
an electrical feedthrough (part 13 in Figure A.2).

The piezo valve driver is home-built at AMOLF and a schematic electrical diagram
is shown in Figure A.3. The valve driver uses a transformer to apply the voltage
pulse to the piezo valve, to avoid that the ground of the piezo driver is set to the
voltage of the repeller. The transformer transfers the electrical energy from one
circuit to the other by using inductively coupled conductors, the coils. The piezo
driver can deliver a maximum voltage of 300 V. A 10-turn potentiometer provides a
fine adjustment of the voltage between 0-300 V. To avoid depolarization, the piezo
valve should not be driven with a voltage pulse higher than 180 V. We typically use
a pulse duration of t=25-35 us.

The pulsed valve driver is triggered by a TTL pulse with a variable pulse duration
and timing and which is synchronized to the driving IR laser.

113



Appendix A: High repetition rate fast piezo valve

A.4 Assembly and adjustment

The mounting procedure of the piezo valve is relatively easy, although there are a
few points that have to be taken into account. A step-by-step description of the
mounting and adjusting procedure is given.

Assembling the piezo valve

1. Clamp the piezo (7) onto the back side of the valve (11) using the RVS bar (4).
The free length of the piezo should be 6 mm and is measured with a caliper.

2. Glue the vespel pillar (5) onto the piezo plate with two-component glue (i.e.
Araldite 2011). The position of the vespel pillar is determined by a mounting
mold that fits over the valve housing (back). The mold has a small notch
for the vespel pillar. A curing time of the glue has to be taken into account,
before proceeding with the following steps

3. Make an electrical connection from the electric feedthrough (13) to the RVS bar

(4).

4. Mount the vespel translation rings (9) and O-ring (10) onto rim of the valve
housing (back) (11) and put the wave spring (8) on the valve housing.

5. Slide the back-side (11) of the valve into the repeller housing (1). Note that the
O-ring can easily be damaged during this step and lubrication of the O-ring
is therefore essential.

=]

. First, press the back of the valve gently towards the repeller housing with your
hand. The thread of the vespel ring is very fine and cannot withstand the
pressure of the spring in the first few turns. Next, screw the vespel adjustment
ring onto the repeller housing, by first turning the ring anti-clockwise to find
the beginning of the thread. After you feel a small ’click’ you can screw the
ring clock-wise until the top of the ring is (almost) leveled with the rim of the
repeller housing. A small tool is provided that facilitates turning the vespel
ring.

7. Make an electrical connection from the valve housing (back) to provide the pulsed
valve driver with the floating ground potential. There is a screwing thread in
the valve for attaching the electrical connection.

Adjusting the piezo valve

The fine adjustment of the valve is most easily done by mounting the repeller with
the integrated piezo valve onto the fast ion gauge test chamber, which will be
described in the next section. Alternatively a small vacuum test stage would suffice.
The vacuum chamber should one to translate the vespel adjustment ring without
opening the vacuum chamber.

Most likely the piezo valve is not closed yet by the viton disk. When a pressure of
~ 1072 mbar is reached in the test chamber, you can turn the vespel ring clockwise
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Figure A.4: a) The fast ionization gauge that was built at the AMOLF institute.
The fast ionization gauge had a cathode, a grid with a diameter of 1 mm and a
collector. The fast ionization gauge is mounted on a vacuum flange and the piezo
valve is mounted on the outside of this flange. This configuration allows one to
adjust the valve while monitoring the gas pulse with the fast ionization gauge. b)
Gas pulse profile as measured with the fast ionization gauge. The fast piezo valve
was operated at a repetition frequency of 3 kHz, with a pulse duration of 33 us and
voltage of 55 V and a backing pressure of 3 bar. The dominant peak corresponds
to the response of the piezo to the voltage pulse, whereas the second peak is due to
a bouncing of the vespel pillar onto the repeller.

until the pressure in the vacuum chamber drops. In this step, there is a potential
danger of breaking the piezo when the back side of the valve is too close to the
repeller housing. A good way of checking whether the piezo is broken, is to measure
the capacity via the electric feedthrough. The capacity should be ~ 2.6 nF.

The vespel ring should be set such that the valve produces a reasonable gas pressure
in the chamber at ~ 60 V and does not leak into the chamber when no voltage is
applied. Typically, for the test chamber at AMOLF with a turbo pump of 200 L/s,
we set the vespel ring such that the pressure reaches ~ 107° mbar at a voltage of
60 V at a backing pressure of 2-3 bar and a voltage pulse duration of 25-35 us. Note
that the ring is not easily moved with a backing pressure > 1 bar and you should
release the gas pressure when adjusting the valve.

Note that the current valve should not be evacuated when it is in atmospheric
pressure. The spring is not strong enough to prevent the back-side of the valve
collapsing into the repeller housing, thereby breaking the piezo.
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Appendix A: High repetition rate fast piezo valve

A.5 Characterization of gas pulses

A.5.1 Fast ionization gauge

The output pulses from the pulsed piezo valve are characterized by a custom-made
fast ionization gauge (FIG) [234]. The FIG is based on a common Bayard-Alpert
type ionization gauge, comprising a grid, a cathode and an ion collector. By de-
creasing the grid dimension to d = 1 mm a time resolution of a few microseconds
can be obtained. The current from the FIG is amplified by a current-to-voltage
amplifier (FEMTO DHPCA-100) and read out by an oscilloscope. The AMOLF-
built FIG is shown in Figure A.4a. The fast pulsed piezo valve is mounted onto the
vacuum flange, which accommodates the FIG, thereby allowing an easy adjustment
of the piezo valve while monitoring the output gas pulse.

A.5.2 Fast piezo valve performance

In Figure A.4b, a trace from the fast ionization gauge is shown. We observe two
peaks in the trace, the dominant peak corresponds to the response of the piezo to
the voltage pulse, whereas the second peak is due to a bouncing of the vespel pillar
onto the repeller. This was previously observed in the piezo valve constructed by
D. Gerlich [229].

The gas output of the fast piezo valve is strongly dependent on the pulse duration
and voltage of the driving pulse, as well as the backing pressure and the distance of
the viton disk to the nozzle. To illustrate the effect of these control parameters, we
assume that the total gas output is the same.

The pulse duration of the driving pulse influences the gas pulse profile and total gas
output. Increasing the gas pulse duration will in general result in a more symmetric
gas pulse and a higher gas output. The gas pulse duration itself is actually not so
much influenced by the driver pulse duration. The fast piezo valve at AMOLF is
usually operated with a pulse duration of ~ 30 us. The second control parameter
is the voltage of the driving pulse, which influences the deflection of the piezo and
thereby determines the flow through the nozzle. As one can expect, increasing the
voltage will result in a higher gas throughput. There is however one complication,
the bouncing of the vespel pillar onto the repeller is more pronounced for higher
voltages. Therefore, increasing the voltage pulse duration will lead to a decreased
ratio of the first/second peak. The third parameter that controls the gas output is
the backing pressure of the gas. A higher backing pressure will result in a higher gas
output and a colder molecular beam. There is however a limit of 5 bar that can be
used as a backing pressure [229]. In the operation of the pulsed piezo valve we found
that the viton disk should be more closely pressed onto the nozzle for increasingly
high backing pressure, which increases the voltage of the driver pulse to obtain
the same opening. The distance of the viton disk to the nozzle is therefore a very
important parameter, which determines the maximum deflection and the maximum
backing pressure that can be applied.

In the operation of the pulsed valve at AMOLF we adjust the distance of the viton
disk to the nozzle such that there is no leakage of the valve with a backing pressure
of 2-3 bar. The pulse valve is used with a backing pressure of 1-2 bar and driven
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A.6 Conclusion

with a pulse duration of ~ 30 us. The desired gas output is then easily adjusted by
changing the applied voltage on the piezo.

A.6 Conclusion

A high-repetition rate fast piezo valve is presented that is incorporated into the
repeller electrode of a velocity map imaging spectrometer. The piezo valve is based
on a cantilever design first presented by D. Gerlich [229] and allows to generate gas
pulses with a frequency of 3 kHz, synchronized to the repetition rate of the HHG
setup at AMOLF. The gas pulses have a pulse duration with a FWHM of 28 us.
The effusive repeller with the integrated pulsed piezo valve allows one to reach a gas
density in the interaction region that is 2-3 orders of magnitude higher than with a
molecular beam.
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SUMMARY

Understanding molecular dynamics has been the driving force for the work described
in this thesis. Gaining insight into the physics of these dynamics can be realized by
following these processes in real time. Imaging fast-moving objects requires the use
of a camera with a shutter time that is short compared to the timescale at which the
object moves. The motions of atoms and electrons respectively take place on the
femtosecond (1 fs = 1071° s) and attosecond (1 as = 107!% s) timescale. In addition
to the fact that atoms and electrons are too small to be imaged by conventional
cameras, the motions of these particles are too fast. Therefore, novel experimental
techniques needed to be developed that can follow these molecular dynamics in a
time-resolved way.

The availability of light sources with femtosecond pulse durations, spurred the de-
velopment of a novel experimental technique that allowed one to investigate the
mechanisms of chemical reactions. In femtochemistry, one uses a femtosecond pulse
to initiate the dynamics under investigation and employs a second pulse to probe
the progress of the dynamics. Femtosecond pump-probe spectroscopy has enabled
a whole new research field and was awarded with the Nobel prize in 1999.

The last decade has seen the emergence of a number of novel light sources that
have greatly impacted the field of atomic and molecular physics. In this thesis
we explored applications of three light sources in probing nuclear and electron dy-
namics in molecules. We describe experiments, in which these sources have been
used to study molecular dynamics, or experiments that have formed an important
step towards this goal. The first light source is based on high harmonic genera-
tion, producing extreme-ultraviolet (XUV) light pulses with pulse durations in the
attosecond time-domain. These table-top XUV light sources are complemented by
the (soft) X-ray free electron lasers (FELSs), providing pulses with femtosecond du-
rations at unprecedented intensities. Finally, we used femtosecond IR laser pulses
that comprise only a few oscillations of the optical cycle and of which the carrier-
envelope-phase (CEP) is stabilized.

XUV attosecond light pulses by HHG

Strong-field interaction with an atomic medium has led to the discovery of high
harmonic generation as a source for light pulses with energies in the XUV regime
and, under certain conditions, with pulse durations in the attosecond time-domain,
thereby entering the natural timescale of electron motion. Inspired by the experi-
mental methods employed in femtochemistry, these short and energetic pulses form
the basis of a new type of pump-probe spectroscopy to study nuclear and electron
dynamics in real-time. This is the topic of the first part of this thesis.

The experimental techniques that are required to perform a successful attosecond
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pump-probe experiment are described in Chapter 2, together with a detailed de-
scription of the attosecond experimental setup at the AMOLF-institute in Amster-
dam, where the experiments were performed that are presented in chapter 4.

In experiments where structural and dynamical information is obtained by using

diffraction, it is a prerequisite to measure the diffracted photons or electrons in a
frame that is defined by the molecular axes. One possibility is to align (and orient)
the molecules in the laboratory frame and measure the photons or photoelectrons
with a velocity map imaging spectrometer. In Chapter 3, as a first step to realize
such an experiment, we oriented NO molecules in the laboratory frame by using a
combination of hexapole state-selection and orientation in a strong dc electric field.
The orientation was subsequently probed by dissociative ionization by XUV light
pulses generated by HHG, 800 nm or 400 nm pulses.
The experiment was an attempt to resolve a sign discrepancy between measurements
and calculations of the steric asymmetry of rotationally inelastic collisions of He-NO,
Ar-NO and D3-NO molecules. The discrepancy would be resolved if the sign of the
NO dipole moment would be opposite to theoretical predictions. The orientation
of the state-selected NO molecules in the electric field is such that the negative
(positive) end of the molecule is oriented towards the negative (positive) electrode.
By probing the orientation of the NO molecules, we determined that the sign of
the NO dipole moment was negative (N~O™T) in correspondence with theoretical
predictions. A possible error in the sign of the dipole moment was therefore excluded
as the reason for the aforementioned discrepancy.

The excitement about attosecond pulses is motivated by the prospect of resolving
electron dynamics in atoms, molecules and condensed matter. In Chapter 4 we
explore the use of attosecond pulses as a probe for electron dynamics in molecules.
We exposed Os molecules to a moderately strong IR field, thereby inducing a time-
dependent polarization in these molecules. This polarization was probed by an
attosecond pulse train (APT). The yield and angular distribution of ion fragments
that resulted from the interaction with the APT + IR field, showed a dependence
on the XUV - IR delay. The oscillations in the ion yield can be explained by
an interference of two XUV + IR ionization pathways that involve two ionization
continua, which are coupled to each other by the IR-field. The combined information
of the delay-dependent ion yield and angular distributions allowed us to extract the
electronic states that are involved in the coupling. The experiment shows that
attosecond pulses can be used to probe IR-induced electron dynamics.

Soft x-ray free electron lasers

Femtosecond XUV pulses can nowadays routinely be generated in table-top setups.
A complementary light source are the facility-scale (soft) X-ray free electron lasers,
providing femtosecond light pulses at unprecedented intensities. The interest in
these light sources is also based on the prospect of developing a novel experimental
method that follows nuclear dynamics based on diffraction principles.

In Chapter 5 we successfully implemented a velocity map imaging spectrometer
(VMIs) at the soft X-ray free electron laser in Hamburg (FLASH). We used FLASH
to ionize a range of noble gases and molecules and have characterized the electronic
states and dissociative ionization pathways that were accessed via single photon

138



Summary

absorption. The experiment was the first VMIS experiment at a free electron laser
and was an important step in developing a novel method to follow nuclear motion
that is based on ’illuminating the molecule from within’. In this method one mea-
sures the photoelectron angular distribution of aligned molecules, which contains
signatures of intramolecular diffraction and can be used to follow nuclear dynamics
in time. Following the experiment described in chapter 5, we have meanwhile per-
formed follow-up experiments that induced molecular dynamics by a synchronized
Ti:Sa laser and probed these dynamics with FLASH.

Carrier-envelope-phase stabilized few-cycle IR pulses

Control over the CEP of few-cycle laser pulses has introduced a new control parame-
ter in the interaction of light with matter. It has revealed that strong-field processes
can be sensitive to the instantaneous electric field, rather than the envelope, of the
laser pulse.

In Chapter 6 we used these light pulses to dissociatively ionize Hy and D9 molecules
and studied the electron localization that takes place during the dissociation of H2+
and D;r molecular ions. The electron localization, observed as an asymmetry in the
fragment ion ejection, shows a dependence on the CEP. It demonstrates that control
over the CEP of few-cycle pulses can be used to steer the electron to the 'right’ or
"left’” nucleus during the dissociation. The current experiment was carried out using
slightly longer laser pulses and at lower intensities than a previous experiment.
Interestingly, the asymmetry in the fragment ion ejection shows a dependence on
the kinetic energy, not observed earlier. In addition a w-phase difference is observed
between the results for Hy and Dy. To understand this kinetic energy dependence
of the asymmetry in fragment ejection and the w-phase difference between Hy and
D5, we performed numerical simulations in which the time-dependent Schrodinger
equation (TDSE) was solved for Hj and DJ in the presence of a few-cycle IR pulse.
However a crucial element in the experiment was excitation of the molecular ion in-
duced by recollision of the continuum electron, which was mediated by the IR field.
Recollision excitation is a two-electron phenomenon. Currently, exact calculations
of such processes are unfeasible. A semiclassical approximation was developed, that
allowed us to capture the electron-electron interaction into an effective field that
can be used in the TDSE calculations. In addition, the semiclassical approximation
provided an intuitive understanding of the role of the recollision electron dynamics
in the experiment. In the numerical results, the second return of the recollision
electron to the molecular ion was elemental in reproducing the observed m-phase
difference between Hy and Ds. This was quite a surprising result in light of ear-
lier numerical calculations of recollision excitation of HJ, in which the first and
third return of the continuum electron to the parent ion were considered to be most
important.
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SAMENVATTING

De doelstelling van het onderzoek dat is beschreven in dit proefschrift is het bestu-
deren van de dynamica van moleculen. Door experimenten te doen waarin we deze
dynamica in de tijd volgen, kunnen we hier meer inzicht in verkrijgen.

Een scherpe foto maken van snel bewegende objecten vereist een sluitertijd die kort
is in vergelijking met de tijdschaal waarop het object zich beweegt. Naast het feit
dat atomen en elektronen te klein zijn om vast te leggen met een gewone camera,
zijn de bewegingen van deze deeltjes ook veel te snel. De bewegingen van atomen en
elektronen vinden namelijk plaats op respectievelijk de femtoseconde (1 fs = 10~1°
s) en de attoseconde (1 as = 107!® s) tijdschaal.Om deze processen in de tijd te
kunnen volgen moeten er nieuwe experimentele technieken ontwikkeld worden die
deze moleculaire dynamica tijdopgelost kunnen meten.

De beschikbaarheid van lichtbronnen met pulsen die slechts tientallen femtosecon-
des lang zijn, heeft geleid tot de ontwikkeling van een nieuw onderzoeksveld: de
femtochemie. . De femtochemie heeft men in staat gesteld om de moleculaire dy-
namica tijdenschemische reacties te volgen op de femtoseconde tijdschaal. In deze
experimenten gebruikt men een femtoseconde laserpuls ("pump’ puls) om de chemi-
sche reactie te starten waarna een tweede laserpuls (probe’ puls) wordt gebruikt
om de voortgang van de reactiedynamica te volgen. Femtoseconde 'pump-probe’
spectroscopie heeft zich tot een geheel nieuw onderzoeksveld ontwikkeld en werd in
1999 met een Nobelprijs onderscheiden.

Het ontstaan van nieuwe lichtbronnen heeft vaak een grote invloed gehad op het
onderzoek in de molecuul fysica. In het onderzoek, dat we in dit proefschrift be-
schrijven, hebben we gekeken hoe drie nieuwe lichtbronnen gebruikt kunnen worden
om nucleaire en elektron dynamica in moleculen te volgen. FEnerzijds beschrijven
we experimenten waarin deze lichtbronnen zijn gebruikt om moleculaire dynamica
te bestuderen. Anderzijds beschrijven we experimenten waarin weliswaar geen dy-
namica wordt onderzocht maar die desondanks een belangrijke stap zijn geweest
in de ontwikkeling van methoden om dit doel te realiseren. De eerste lichtbron
die in dit proefschrift wordt gebruikt is gebaseerd op hogere harmonische generatie
(HHG). In HHG worden extreem-ultraviolet (XUV) lichtpulsen geproduceerd die
tientallen tot honderden attoseconden lang zijn. De tweede lichtbron is de (zachte)
rontgen vrije elektronen laser (VEL). Deze VELs genereren lichtpulsen die tiental-
len femtoseconden lang zijn en kunnen ongeévenaarde intensiteiten bereiken. De
laatste lichtbron is de femtoseconde infrarood (IR) laser die pulsen genereert met
maar een paar oscillaties van de optische periode. Daarnaast is de fase, tussen de
oscillaties van het elektrische veld (’carrier’) en de pulsomhullende (’envelope’), de
zogenaamde ’carrier-envelope-phase’ (CEP), gestabiliseerd.
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XUV lichtpulsen gebaseerd op HHG

Hogere harmonische generatie vindt plaats door de interactie van een intens laserveld
met een atomair medium. Met HHG kunnen lichtpulsen worden gemaakt in het
XUV golflengte gebied. Onder bepaalde omstandigheden, hebben deze lichtpulsen
een pulsduur die in het attoseconde domein valt, de tijdschaal waarop de bewegingen
van elektronen plaatsvinden. Geinspireerd door de experimentele methodes die in
de femtochemie gebruikt worden, leggen deze zeer korte en energieke lichtpulsen de
basis voor een nieuwe vorm van 'pump-probe’ spectroscopie om nucleaire en elektron
dynamica op een tijdopgeloste manier te bestuderen. Dit is het onderwerp van het
eerste deel van dit proefschrift.

De experimentele technieken die nodig zijn om een succesvol attoseconde 'pump-
probe’ experiment uit te voeren, worden in hoofdstuk 2 beschreven. In dit hoofd-
stuk wordt ook een gedetailleerde beschrijving van de attoseconde experimentele
opstelling op het AMOLF-instituut in Amsterdam gegeven. De experimenten die
in hoofdstuk 4 gepresenteerd worden, zijn op deze opstelling uitgevoerd.

Een belangrijk doel van het onderzoek is het ontwikkelen van methoden waar-
mee de (tijdsathankelijke) structuur van een molecuul gemeten kan worden. In één
methode, waar we ons specifiek op hebben gericht, wordt de moleculaire structuur
bepaald door de verstrooiing van fotoelektronen op de nuclei te meten. Hierdoor
ontstaat een diffractiepatroon wat de structuur van het molecuul. In dergelijke ex-
perimenten is het een voorwaarde om de verstrooide fotoelektronen in een frame te
meten dat bepaald wordt door de oriéntatie van het molecuul (moleculair frame).
Eén mogelijkheid is om de moleculen uit te lijnen (en te oriénteren) in het frame van
het laboratorium en vervolgens de energie en hoekverdeling van de fotoelektronen,
te meten met een zogenaamde ’velocity map imaging spectrometer’ (VMIS).

Als eerste stap om zo’n experiment te realiseren hebben we NO moleculen in het
laboratoriumframe georiénteerd met. Met andere woorden, we hebben de NO mole-
culen, die in eerste instantie willekeurig georienteerd waren, zo gericht dat de N- of
O-atomen voornamelijk naar één richting wijzen. Dit hebben we gedaan door eerst
een bepaalde kwantumtoestand van de NO moleculen te selecteren met behulp van
een ’hexapool’. Vervolgens hebben we deze moleculen georiénteerd met een sterk
statisch elektrisch veld. De NO moleculen in de geselecteerde kwantumtoestand wil-
len zich zo oriénteren dat de meer negatieve kant van het molecuul, gericht is naar
de meer negatieve elektrode. Vervolgens hebben we de oriéntatie bepaald door de
moleculen op te breken (dissociéren) in een N- en een O-atoom en te meten in welke
richting het N/O atoom vliegt ten op zichte van het statisch elektrisch veld. We
hebben de moleculen gedissocieerd, door de NO moleculen te ioniseren met XUV
HHG lichtpulsen, met de fundamentele of de tweede harmonische van een Ti:Sa
laser.

Het experiment was een poging de oorzaak te vinden voor een discrepantie in het
teken tussen berekeningen en metingen van de sterische asymmetrie van rotatio-
nele inelastische botsingen van NO-He, NO-Ar en D5-NO. In deze berekeningen is
aangenomen dat het dipoolmoment van NO negatief is, in overeenstemming met
een andere theoretische berekening. De discrepantie in het teken van de sterische
asymmetrie zou opgelost zijn, wanneer het teken van het NO dipoolmoment positief
zou zijn.
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Door de oriéntatie van de NO moleculen in het statisch elektrisch veld te meten,
hebben we vastgesteld dat het teken van het NO dipoolmoment negatief is (N~OV).
Een fout in het teken van het NO dipoolmoment in de theoretische berekeningen,
over de sterische asymmetrie, is daarom uitgesloten als oorzaak voor de zojuist
genoemde discrepantie.

Er is veel interesse in attoseconde pulsen omdat de korte pulsduur van deze
lichtbronnen het mogelijk maakt elektron dynamica in atomen, moleculen en gecon-
denseerde materie, tijdopgelost te meten. In hoofdstuk 4 verkennen we het gebruik
van attoseconde pulsen als een 'probe’ voor elektron dynamica in moleculen. We
hebben Os moleculen blootgesteld aan een gematigd sterk IR-veld, waardoor we een
tijdsafthankelijke polarisatie in deze moleculen teweegbrengen. Deze polarisatie is
gemeten met een attoseconde puls trein (APT). De opbrengsten en hoekverdelingen
van ionfragmenten, die het resultaat zijn van de interactie van de moleculen met de
XUV + IR pulsen, vertoonden een athankelijkheid van de tijdsvertraging tussen de
twee pulsen. Het experiment demonstreert dat attoseconde pulsen gebruikt kunnen
worden om elektrondynamica, die door een IR-veld worden geinduceerd, te volgen.

Zachte rontgen vrije elektronen lasers.

HHG stelt ons in staat om femtoseconde XUV pulsen te produceren in experimen-
tele opstellingen ter grootte van een lasertafel. De opbrengst van deze bronnen is
echter beperkt. XUV/(zachte) réntgen VELS, met een lengte van een paar honderd
meter, kunnen femtoseconde pulsen genereren met een ongeévenaarde hoeveelheid
fotonen per puls.

Deze VELs, zijn onder andere, interessante lichbronnen omdat ze gebruikt kunnen
worden in de eerder genoemde fotoelektron diffractie techniek. In hoofdstuk 5 heb-
ben we met succes een ’velocity map imaging spectrometer’ op de VEL in Hamburg
(FLASH) geinstalleerd. We hebben FLASH gebruikt om een reeks edelgassen en
moleculen te ioniseren en we hebben de elektronische toestanden en dissociatieve io-
nisatiekanalen, die via de absorptie van één foton werden bereikt, gekarakteriseerd.
Het experiment was het eerste VMI experiment op een vrije elektronen laser. De
VMI is de detector waarmee we in een later stadium het fotoelektron diffractie-
patroon willen meten. Inmiddels zijn er een aantal vervolgexperimenten succesvol
uitgevoerd op basis van de VMI implementatie van hoofdstuk 5. In deze expe-
rimenten hebben we moleculaire dynamica geinduceerd met een Ti:Sa laser, die
gesynchroniseerd is met de VEL, en deze dynamica gevolgd met FLASH.

’Carrier-envelope-phase stabilized few-cycle’ femtoseconde pulsen

De controle over de CEP van femtoseconde pulsen met een pulsduur van slecht een
paar optische periodes, heeft een extra controle parameter geintroduceerd in de in-
teractie van licht met materie. Deze *CEP-stabilized few-cycle’ lichtpulsen hebben
gedemonstreerd dat bepaalde processen, die plaats vinden in een heel sterk laser-
veld, gevoeligzijn voor het instantane elektrische veld waar normaal gesproken alleen
effecten van de pulsomhullende merkbaar zijn.

In hoofdstuk 6 hebben we deze CEP-gestabiliseerde lichtpulsen gebruikt om Hs en
D5 te ioniseren en te dissociéren. Tijdens de dissociatie zal het overgebleven ge-
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bonden elektron zich op één van de nuclei lokaliseren. We hebben gedemonstreerd
dat we de uitkomst van deze lokalisatie (op de ’linker’ of 'rechter’ nucleus) kunnen
‘sturen’ door de CEP te veranderen.

In het experiment vertaalde de controle over de elektronlokalisatie zich in een asym-
metrie in het aantal HT of DT fragmenten dat aan de ’linker’- en de ’rechter’-kant
- ten opzichte van de laserpolarisatie - op de detector valt. Controle over de CEP
van 'few-cycle’ laserpulsen kan dus gebruikt worden om intramoleculaire elektron-
beweging te sturen.

Het huidige experiment is uitgevoerd met een iets langere laserpuls en bij een lagere
laser intensiteit dan een eerder experiment. In ons nieuwe experiment zagen we dat
de asymmetrie afhankelijk was van de kinetische energie, in tegenstelling tot wat
eerder gemeten is. Daarnaast hebben we waargenomen dat de CEP-afhankelijkheid
van de asymmetrie voor Hy en Dy een 7w-fase verschil vertoont. Om de kinetische
energie athankelijkheid van de asymmetrie en het m-fase verschil tussen Ho en Dy te
begrijpen, hebben we numerieke simulaties uitgevoerd. Hierbij hebben we de tijds-
afhankelijke Schrodinger vergelijking (TASV) opgelost voor H en D moleculen
in aanwezigheid van de few-cycle’ femtoseconde laserpuls. Een cruciaal element in
het experiment is echter de excitatie van Hf /D naar de dissociatieve toestand, als
gevolg van recollisie van het continuumelektron met het moleculaire ion. Recollisie-
excitatie is een twee-elektronen fenomeen en vindt plaats onder invloed van het
oscillerende laser veld en kan niet in het TASV model worden gesimuleerd. Daarom
hebben we een semiklassiek model ontwikkeld, dat ons in staat heeft gesteld om de
elektron-elektron interactie te beschrijven met een effectief optisch veld, dat weer
gebruikt kan worden in de TASV berekeningen.

In de numerieke resultaten was de tweede recollisie van het continum-elektron met
het moleculaire ion cruciaal om het w-fase verschil tussen Hs en Do, dat we in het
experiment hebben gezien, te reproduceren. Dit was een verassend resultaat in het
licht van eerdere numerieke berekeningen van de recollisie excitatie van Hy , waarin
de eerste en derde recollisie van het continuiim-elektron met het moleculaire ion, als
meest belangrijk werden beschouwd.
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