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Attosecond time-resolved electron dynamics in the
hydrogen molecule

G. Sansone1,2∗, F. Kelkensberg3, F. Morales4,5, J. F. Pérez-Torres4, F. Martı́n4, M. J. J. Vrakking3,5

Abstract—Recent advances in the generation and characteri-
zation of XUV pulses, generated either by intense femtosecond
lasers or by free electron lasers, are pushing the frontier of
time-resolved investigations down to the attosecond domain, the
relevant timescale for electron motion. The quantum nature of
the intertwined electronic and nuclear motion requires theoretical
models going beyond the Born-Oppenheimer approximation and
taking into account electron correlation, representing a challenge
for the computational power available nowadays. Understanding
how the electron dynamics inside molecules can influence chem-
ical reactions present important implications in several fields
and allow for the development of new technologies. In this
manuscript, we report on experimental and theoretical results
of an investigation in H2/D2, where for the first time control
of molecular dynamics with attosecond resolution was achieved.
The data represent the first evidence of the control of the electron
motion in a molecule undergoing a chemical reaction on the sub-
femtosecond scale.

I. INTRODUCTION

Understanding the inner working of molecular systems is
an incredible challenging task due to the different interactions
and the large number of degree of freedoms that must be
considered in order to completely describe even the smallest
molecule. One of the main scientific interests is the possibility
to image the structural modification of molecules undergoing
a chemical reaction and the possibility to control the reaction
pathway. Different imaging techniques can be implemented
depending on whether information about the nuclear posi-
tions or characterization of the structure and energies of
valence electrons are required. Application of femtosecond
visible/infrared (IR) lasers allows to initiate and resolve in
time chemical reactions in different kind of molecular systems,
ranging from the fastest vibrational motion taking place in
H+

2 /D+
2 [1] up to the motion of complex biomolecules [2].

The quest for imaging techniques able to freeze in time the
motion of complex bio-molecules has motivated the develop-
ment X-ray free electrons lasers for diffraction imaging [3];
meanwhile, extreme-ultraviolet (XUV) radiation, generated by
high order harmonic generation, has been exploited as a probe
to characterize the valence structure of a dissociating Br2

1) CNR-IFN Dipartimento di Fisica Politecnico Milano Piazza Leonardo
da Vinci 32 20133 Milano Italy

2) Max Planck Institut für Kernphysik Saupfercheckweg 1 69117 Heidel-
berg Germany

3) FOM Institute AMOLF, Science Park 104, 1098 XG Amsterdam, The
Netherlands

4) Departamento de Quı́mica, C-9, Universidad Autónoma de Madrid,
28049 Madrid, Spain

5) Max-Born-Institut, Max-Born Strasse 2A, D-12489 Berlin, Germany
* giuseppe.sansone@polimi.it

molecule [4].
The generation and characterization over the last decade of
attosecond pulses [5], [6], has opened new scenarios for the
control of ultrafast molecular dynamics as they could allow
steering of the electron motion inside complex molecular
system. As the electron density distribution determines the
potential energy surfaces along which the nuclear motion
evolves, this could ultimately allow for the control of chem-
ical reactions with an unprecedent temporal resolution. The
relevance for an electronic timescale in chemical reaction has
been suggested in theoretical works describing the response of
complex molecules to photoionization [7]. These works have
questioned the possibility to treat independently nuclear and
electronic degrees of freedoms which is the basis of the Born-
Oppenheimer approximation. This approximation reveals itself
inapplicable also in other situations that are often encountered
in molecular dynamics such as conical intersections where the
energy difference between electronic potential surfaces along
a suitable reaction coordinate goes to zero and the electron
dynamics cannot be longer considered faster than the nuclear
dynamics [8]. Moreover in the case of autoionization processes
[9] or relaxation mechanisms taking place in clusters due to
electron correlations, the nuclear dynamics cannot be treated
independently from the electronic one [10]. New approaches
will be required to describe processes characterized by inter-
twined nuclear and electronic dynamics that cannot be treated
separately [11].

In this work we will present experimental data and a
theoretical analysis of the first application of isolated attosec-
ond pulses to control electronic motion in H2/D2 molecules.
In section II the pump-probe experimental setup will be
presented. The main experimental results and the general
theoretical framework for controlling electron localization in
dissociating molecular ions H+

2 /D
+
2 will be discussed in

section III. A semiclassical model describing the electron
localization processes will be presented in section IV; finally
in section V a numerical model based on solution of the 3D 2-
electrons Schrödinger equation beyond the Born-Oppenheimer
approximation will be introduced and discussed.

II. EXPERIMENTAL SETUP

Electronic excitation or photoionization of molecules lead
to nuclear motion that evolves on a typical timescale in the
femtosecond regime and that depends on the mass of the nuclei
involved. The nuclear motion during the excitation/ionization
processes can be neglected is suitable ultrashort XUV pulses
are used to initiate the molecular dynamics; in the case
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Fig. 1. a) Experimental setup used for the pump-probe experiment in H2/D2. D1, D2 drilled mirrors; F1 (f=25 cm), F2 (f=32 cm) spherical mirrors. Inset:
typical XUV continuum generated in Krypton. b) Relevant energy levels of the molecule H2/D2 and of the molecular ion H+

2 /D+
2 .

of H2/D2, that presents a typical timescale for the nuclear
motion of few-femtoseconds, sub-fs pulses as pump pulses
are required. The process of high-order harmonic generation
in gases leads to the formation of a train of attosecond bursts
of light spaced by half-optical cycle of the driving pulse;
selection of an isolated attosecond pulse from such a train
can be accomplished by reducing the duration of the driving
pulse down to the few-cycle regime and by modulating in time
the polarization state, ensuring only a short central window of
linear polarization with a duration shorter than half-optical
cycle. Indeed as the HHG efficiency strongly decreases upon
increasing the ellipticity of the driving pulses, only in the
window of linear polarization, XUV light can be generated
efficiently, leading to the emission of a single burst of XUV
light. this concept is usually referred to as Polarization Gating
and has been used for the generation of 130 as pulses [12].
The experimental setup used is shown in Fig. 1a: 6 fs, CEP-
stable pulses, delivered by a hollow fiber compressor, were
split using a drilled mirror with an aperture of 5 mm (D1).
The polarization state of the beam transmitted through the
mirror was modulated in time using two birefringent plates: the

first 192-µm-thick quartz plate introduced a delay of δ = 6.2
fs between two components propagating along the ordinary
and extraordinary axes. The second plate was a zero-order
quarter wave plate oriented parallel to the initial polarization
direction; at the output of the second plate the polarization of
the pulse was circular on the falling and leading edges with
opposite helicities, and linear in the center. Considering that
for a threshold ellipticity εthr = 0.13 the harmonic yield is
reduced by a factor 2 with respect to the linear polarization
case [13], the gate width τg can be estimated as [14]:

τg =
εthr∆t

2

(ln2)δ
≃ 1.09 fs (1)

with ∆t initial pulse duration. For suitable Carrier-Envelope
Phases (CEPs), generation of an XUV continuum, correspond-
ing to an isolated attosecond pulse, was observed [12]. In
order to generate these XUV pulses, the polarization-tailored
IR pulses were focused in a 3-mm-long gas cell. In the gas
cell Krypton was used as the generating medium in order
to tune the photon energies of the XUV pulse to be able
to reach directly the first excited state in the molecular ion
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(2pσu) but to reduce the involvement of higher lying states
in the experiment as much as possible. The latter is required
to effectively populate the dissociative level after 2pσu of the
molecular ion. The XUV spectrum was filtered using a 100
nm Al filter that eliminate the IR radiation and also provided
partial compensation of the intrinsic positive chirp associated
with the XUV radiation. The typical spectrum measured by
the XUV spectrometer is shown in the inset of Fig. 1b; the
energy content covered the 1sσg, 2pσu and 2pπu states of the
molecular ion and the doubly excited states Q1 and Q2 of the
neutral molecule (see Fig. 1b). The annular part (probe pulse),
reflected by a drilled mirror (D1), was delayed using a piezo-
electric translation stage. Additional fused silica (SiO2) plates
were introduced in the beam path to compensate the dispersion
introduced by the two birefringent plates on the other arm of
the interferometer. In this way the negative chirp of the incom-
ing pulse is compensated both in the high harmonic generation
arm (harmonic cell) and in the probe arm. The probe beam
was then focused using a spherical mirror (F2) and recombined
collinearly with the XUV radiation by a second drilled mirror
(D2). Spatial and temporal overlap between the two pulses
was performed by imaging the common focal spot outside
the vacuum system. The intensities of the attosecond and IR
pulses in the focus were estimated in IXUV ≃ 109W/cm2

and IIR ≃ 3− 6× 1012W/cm2, respectively. At this common
focal spot, the gas jet of a Velocity Map Imaging (VMI)
spectrometer was placed. The VMI consisted of a repeller, an
extractor and a drift region. The photoelectron/ion signals were
acquired using an MCP coupled to a phosphor screen. The
VMI allows to measure a 2D- projection of the 3D-momentum
distribution of ions or electrons; under suitable approximations
the original distribution can be retrieved. When running the
experiment, on-line observation of the XUV spectrum was
performed using an XUV spectrometer ensuring good stability
of the characteristics of the XUV spectrum over extended
acquisition times (typically several hours).

III. EXPERIMENTAL RESULTS

The 2D momentum distribution of D+ ions generated by
the XUV pulse is shown in Fig. 2a. The angular distribution
is characterized by a strong signal at low energy (central
part) that can be attributed to dissociation from the 1sσg
channel, as shown in Fig. 3a, that shows the ion kinetic
energy distribution generated by the XUV pulse only. Indeed
all energy components above 18.1 eV (see Fig. 1b) can ionize
the D2 molecule creating a nuclear wave-packet on the 1sσg
potential curve that contains a small dissociative portion (2 %
of the total cross-section). Several dissociation channels can
contribute to the formation of ions with higher momenta as
summarized in Tables I and II, which report the kinetic energy
of the ions H+ and D+ released in the molecular dissociation
for different direct ionization channels (1sσg , 2pσu and 2pπu)
and doubly excited states (Q1

1Σ+
u (1), Q2

1Σ+
u (1), Q2

1Π+
u (1)

and Q2
1Π+

u (2)) and for excitation photon energies comprised
between 18.1 and 45 eV well matching the spectrum used in
the experiment (inset of Fig. 1). The tables report the kinetic
energy of the proton/deuteron Ek generated for different
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Fig. 2. 2D ion momentum distribution generated by the XUV pulse only (a),
by the XUV and the few-cycle IR pulse for a delay τ = 0 (b), and τ = 10
fs (c). Both pulses were horizontally polarized

photon energy intervals (first row) and the ionization/excitation
channel leading to the ion formation (first column). For the
doubly excites states the autoionization channel is indicated.
The information in Tables I and II was derived from ref. [15].

Doubly excited states Q1 and Q2 can either autoionize,
producing a nuclear wave-packet on the 1sσg channel in the
case of Q1), on the 1sσg or 2pσu channels in the case of
Q2 or dissociate into neutral fragments (Q1 and Q2). It is
important to observe that for photon energies below 30 eV
the Q1

1Σ+
u (1) is the dominant channel for the generation of

high kinetic energy ions (Ek > 1 eV); in the energy range
between 30 and 38 eV the direct ionization to the 2pσu and
the autoionization channel Q2

1Σ+
u (1) → 2pσu dominate the

generation of high kinetic energy ions via parallel transitions;
on the other hand the autoionizing states Q2

1Π+
u (1) and
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Fig. 3. Ion kinetic energy distribution generated by the XUV pulse only (a),
by the XUV and the few-cycle IR pulse for a delay τ = 0 (b), and τ = 10
fs (c).
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Fig. 4. Ion kinetic energy distribution as a function of the relative delay
τ between the XUV and IR pulses, parallel (a) and perpendicular (b) to the
laser polarization.

Q2
1Π+

u (2) strongly contribute to the generation of ions for
perpendicular transitions. Finally for photon energies above
45 eV, the direct ionization channels 2pσu and 2pπu dominate
the generation of ions with Ek > 1 eV. Absolute cross sections
for dissociative photoionization and the relative weight of the
different channels can be found in [16], [17], [18].
The IR pulse strongly modifies the momentum distributions
as shown in Fig. 2b and fig. 2c, corresponding to the time
overlap (τ = 0) and to an XUV-IR pulse delay of τ = 10 fs
(IR after the XUV), respectively. The distribution at τ = 0 is
characterized by an intense signal at low momenta and by an
increase in the external part corresponding to high momenta;

TABLE I
H+ RELEVANT DISSOCIATION CHANNELS

18.1-25 eV 25-30 eV 30-38 eV 38-45 eV
1sσg < 1eV < 1eV < 1eV < 1eV
2pσu – 2-6 eV∗ 4-10 eV 5-10 eV
2pπu – – 3-5 eV∗∗ 4-9 eV

Q1
1Σ+

u (1) → 1sσg – 2-6 eV x x
Q2

1Σ+
u (1) → 1sσg – – x x

Q2
1Σ+

u (1) → 2pσu – – 4-10 eV x
Q2

1Π+
u (1) → 1sσg – – 3-6.5 eV x

Q2
1Π+

u (1) → 2pσu – – 6-9 eV x
Q2

1Π+
u (2) → 1sσg – – 2-5.5 eV x

Q2
1Π+

u (2) → 2pσu – – 4.5-7.5 eV x

∗ energy threshold at 29.1 eV
∗∗ energy threshold at 35 eV
− energetically not allowed
x not identified or with vanishing contribution

First row: XUV photon energy range
First column: ionic/neutral states; in the case of doubly excited state,
the decay channel is indicated

TABLE II
D+ RELEVANT DISSOCIATION CHANNELS

18.1-25 eV 25-30 eV 30-38 eV 38-45 eV
1sσg < 1eV < 1eV < 1eV < 1eV
2pσu – 4-6 eV∗ 4-10 eV 5-10 eV
2pπu – – 3-5 eV∗∗ 4-9 eV

Q1
1Σ+

u (1) → 1sσg – 2-5 eV 2-5 eV x
Q2

1Σ+
u (1) → 1sσg – – x x

Q2
1Σ+

u (1) → 2pσu – – 4-10 eV x
Q2

1Π+
u (1) → 1sσg – – 3-6.5 eV x

Q2
1Π+

u (1) → 2pσu – – 6-9 eV x
Q2

1Π+
u (2) → 1sσg – – 2-5.5 eV x

Q2
1Π+

u (2) → 2pσu – – 4.5-7.5 eV x

∗ energy threshold at 29.8 eV
∗∗ energy threshold at 35 eV
− energetically not allowed
x not identified or with vanishing contribution

First row: XUV photon energy range
First column: ionic/neutral states; in the case of doubly excited state,
the decay channel is indicated

also a reduction in the intermediate region is visible (see
Fig. 3b). The distribution acquired at τ = 10 fs does not
present such a pronounced reduction at intermediate momenta
(see Fig. 3c). In order to distinguish the contribution of the
different channels, the integration over the 3D momentum
distribution parallel and perpendicular to the polarization axis
(a cone with semi-aperture θ = 45o was performed, and is
reported in Fig. 4a and Fig. 4b, respectively. The IR pulse
leads to a strong increase of the signal at low kinetic energies
around τ ≃ 10 fs [19]. The origin of this lies in the coupling
between the 1sσg and 2pσu levels induced by the IR field and
usually indicated as bond softening [20]. Single XUV photon
ionization populates coherently several vibrational states of the
1sσg potential curve, producing an oscillating wave-packet in
the binding potential. The IR pulse preferentially dissociates
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the bound wave-packet when it reaches the outer turning point
of the potential well after τ ≃ 10 fs explaining the increase
of the ion signal at low kinetic energies (Ek < 1 eV). The
maximum of the ion yield in the bond softening channel
was used as reference to determine the precise time overlap
between the two pulses, knowing that the bound wave-packet
in H+

2 (D+
2 ) requires 15 fs (22 fs) to reach the outer turning

point of the 1sσg potential curve [21]. The strong enhancement
of the signal in the region 8 − 10 eV and the reduction in
the region 3 − 6 eV around the time overlap of the XUV
and IR pulses is caused by an IR-induced mixing between the
2pσu and the 1sσg states. Also IR-ionization of doubly excited
states Q1

1Σ+
u (1) could contribute to the enhancement at the

highest energies. The ion distribution for the perpendicular
direction shows an evolution similar to the parallel one.
The bond softening mechanism is not so prominent as the
coupling between the 1sσg and 2pσu is more effective for
molecules aligned parallel to the IR laser polarization. The
signal measured in the perpendicular direction indicates that a
relevant contribution to the total momentum distribution comes
from perpendicular transitions involving the doubly excited
states Q2

1Π+
u (1) and Q2

1Π+
u (2). For photon energies above

42 ev, the perpendicular transition to the 2pπu state can also
contribute to the formation of high energy ions.
Using the angular distribution shown in Fig. 2, an asymmetry
parameter for the ion emitted in the left and right directions,
parallel to the laser polarization, was calculated according to
the relation:

A(Ek, τ) =
NL(Ek, τ)−NR(Ek, τ)

NL(Ek, τ) +NR(Ek, τ)
(2)

where NL and NR are the number of ions emitted in the
left and right direction, respectively. The asymmetry parameter
indicates the degree of localization of the electron wave packet
on the molecular ion; the experimental result is shown in Fig.
5 [22]. The asymmetry shows a complex dependence on the
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Fig. 5. Asymmetry according to Eq. 2 as a function of the relative delay τ
between the XUV and IR pulses and the ion kinetic energy.

kinetic energy and on the relative delay and is characterized
by a clear oscillation with the period of the IR field (T0).
The observation of an asymmetry in the ion yield implies, in

general, the creation of coherent superposition of states with
different parity; as previously discussed the attosecond pulse
can excite/ionize the molecule/molecular ion to different levels
that are accompanied by the ejection of an ion along either
the 1sσg or the 2pσu channels. The electronic wave-functions
ϕg and ϕu characterizing these levels may be viewed as the
bonding and anti-bonding linear combination of 1s atomic
wavefunctions on the left (L) and right (R) nucleus:

ϕg,u =
1√
2
(ϕ1s,L ± ϕ1s,R) (3)

In order to localize the electron in the molecular ion a linear
combinations of the eigenstates is required:

ϕL,R =
1√
2
(ϕg ± ϕu) (4)

Experimentally the localization of the electron is observed as
a laboratory asymmetry in the ejection of ionic fragments with
respect to the laser polarization axis. In order for the electron
localization to be observable, the coherent superposition must
regard ions with the same final kinetic energies and with the
same angular momentum of the outgoing electrons. The two
electron wave function of the singly-ionized molecule can be
written as:

Φ(1, 2) =c1[ϕg(1)χ(ε, lg)(2)]g + c2[ϕg(1)χ(ε, lu)(2)]u+

+c3[ϕu(1)χ(ε, lu)(2)]g + c4[ϕu(1)χ(ε, lg)(2)]u (5)

with the electron 2 being described by a function of energy ε
and angular momentum lu,g . The observation of a localization
of the remaining electron on the right or left nucleus in the
laboratory frame, corresponds to the projection of Φ(1, 2) on
the localized states:

Φ(L,R),(g,u)(1, 2) = ϕL,R(1)χ(ε, lg,u)(2) (6)

The asymmetry can be therefore expressed as:

NL −NR =
∑
i=g,u

[
|< ΦL,i(1, 2) | Φ(1, 2) >|2 −

|< ΦR,i(1, 2) | Φ(1, 2) >|2
]
= 4Re[c1c

∗
4 + c2c

∗
3]

(7)

Two main mechanisms responsible for the electron localization
have been identified and will be discussed in the next two
sections:
1) in analogy with single-color experiments IR [23] coupling
between the 2pσu and the 1sσg during molecular dissociation
can induce an electron localization and is observed for positive
time delays (IR after XUV).
2) around the time overlap the presence of the IR field can
affect the angular momentum state of the outgoing electron
producing a coherent superposition state that is accompanied
by an asymmetry in the laboratory frame. This mechanism
involves the population of a dissociative wave-packet on the
1sσg through the autoionizing state Q1. In order to cor-
rectly simulate this process a model based on the numerical
integration of the 3-dimensional 2-electron time-dependent
Schrödinger equation (TDSE) for H2 molecules including
electron correlation effects has to be considered. The results
of this model will be presented in section V.
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IV. SEMICLASSICAL INTERPRETATION

For the electron localization during the dissociation of
H+

2 /D
+
2 , only the interaction with the molecular ion is consid-

ered while the actual ionization is assumed to follow an ide-
alized Franck-Condon projection of the neutral ground state.
To date, many methods have been developed for modeling
the interaction of H+

2 with a strong laser field. Some of these
methods make use of a grid representation of the electronic
wavefunction in 3D or 1D configuration space, in combination
with a wave packet description of the nuclear motion [24],
[25]. Alternatively, the Born-Oppenheimer (BO) approxima-
tion can be invoked and one can propagate nuclear wave
packets on a limited number of Born-Oppenheimer potential
energy surfaces, where in practice the inclusion of the 1sσg
and 2pσu states typically suffices [26]. This has the advantage
that one can use known 3D potential energy curves, from
which the effective potentials in reduced dimensional models
show large deviations [25]. Use of the Born-Oppenheimer
potential energy curves as the starting point for considering
the interaction of H+

2 with an intense laser field allows the
development of insightful models that explain observations
such as the occurrence of bond softening [20] and bond
hardening [27]. These can be well understood by considering a
description in terms of dressed states, where the laser coupling
among the Born-Oppenheimer states is explicitly taken into
account [28]. Here, we will consider the application of a
semi-classical model that is based on a description in terms
of quasi-static states that result from taking the laser-induced
coupling among the Born-Oppenheimer states instantaneously
(i.e. on a sub-cycle time scale) into account [29], [30]. It will
be shown that the interaction that leads to localization of the
electron can be understood in terms of a sequence of light-
induced avoided crossings between the quasi-static states [22],
[31]. The interaction of the dissociating molecular ion with
the IR field couples the 1sσg and the 2pσu states and causes
population to be transferred between the two states, resulting in
a coherent superposition. The amplitudes in this superposition,
and therefore the resulting degree of localization, depend on
the precise shape of the electric field of the IR pulse within a
finite window during the dissociation as will be shown later.
The total wave-function can be written as:

Ψ(R, t) = ψg(R, t)ϕg(R) + ψu(R, t)ϕu(R) (8)

with R the internuclear distance and t the time. The electronic
wavefunctions ϕg,u (see (3)) depend parametrically on R.
ψg(R, t) and ψu(R, t) are functions describing the nuclear
wave-packet on the two laser-coupled Born-Oppenheimer po-
tential curves associated with the 1sσg and the 2pσu of
H+

2 /D
+
2 , respectively.

The TDSE is solved numerically with the hamiltonian
expressed in the basis of the field free eigenstates:

Htotal(R, t) = T (R) +Hint(R, t) (9)

with

T (R) =

(
− 1

2mred

∂2

∂R2 0

0 − 1
2mred

∂2

∂R2

)

Hint(R, t) =

(
Vg(R) Vlaser(R, t)

Vlaser(R, t) Vu(R)

)
(10)

with Vg(R) and Vu(R) the potential energies, Vlaser the dipole
coupling term defined by Vlaser = −µ(R)E(t) with µ(R) the
dipole moment and E(t) the electric field of the IR pulse and
mred the reduced mass. In relation to Eq. 3 and Eq. 4 we can
define localized nuclear wave-functions ψL and ψR given by:

ψL,R =
1√
2
(ψg ± ψu) (11)

and representing states associated to the localized electron
wave functions ϕL,R. Figure 6 shows the populations in
the field-free states ψg and ψu (Fig. 6b) and the localized
states (Fig. 6e) of Eq. 11 integrated over all fragment kinetic
energies, for the laser field shown in Fig. 6a. Referring back
to Eq. 5, the IR-induced coupling creates a localization by
creating a superposition states that are accompanied by the
same angular momentum of the outgoing electron (i.e c2 in
combination with c3, resp. c1 in combination with c4). It
is immediately clear from Fig. 6 that there is not intuitive
interpretation for the dynamics expressed in the field-free
states, nor is the translation from populations associated with
ψg and ψu to the localized populations associated with ψL

and ψR straightforward. Introduction of the quasi-static states
will allow us to develop an interpretation of the dynamics.

The quasi-static states are the eigenstates of the interaction
hamiltonian in Eq. 10 for a given value of the electric field
E(t) [29], [30]. Diagonalization of the hamiltonian leads to
the following expression for the quasi-static states:

ψ1(R, t) = cos θ(R, t)ψg(R) + sin θ(R, t)ψu(R)

ψ2(R, t) =− sin θ(R, t)ψg(R) + cos θ(R, t)ψu(R) (12)

where the time-dependent mixing parameter θ(R, t) is given
by [30]:

tan (2θ(R, t)) = −2Vlaser(R, t)

ω0(R)
(13)

The resulting quasi-static eigenvalues V1,2(R, t) are:

V1,2(R, t) =
Vg(R) + Vu(R)

2
∓
√
ω0(R)2

4
+ Vlaser(R, t)2

(14)
with ω0(R) = Vu(R)−)Vg(R) the energy spacing between
the two levels. From this description it can be seen that the
nature of the quasi-static states depends on the internuclear
distance and time: for Vlaser(R, t) ≪ ω0(R) , in the early
stages of the dissociation the coupling is weak, i.e. θ ≈ 0,
ψ1 ≈ ψg and ψ2 ≈ ψu. Towards the end of the dissociation,
for Vlaser(R, t) ≫ ω0(R), when - for all but a vanishing
laser intensity - the separation between the Born-Oppenheimer
potential energy curves becomes negligible compared to the
laser coupling, we have θ ≈ π

4 , ψ1 ≈ ψL and ψ2 ≈ −ψR

if Vlaser(R, t) < 0, and ψ1 ≈ ψR and ψ2 ≈ ψL if
Vlaser(R, t) > 0 θ ≈ −π

4 . In this limit the quasi-static states
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Fig. 6. (a) 4.8 fs FWHM 800 nm laser pulse; (b) population dynamics during
dissociation shown in the field-free states 1sσg (blue) and 2pσu (green); (c)
time-dependent potential energies of the quasi-static states during molecular
dissociation of D2 in the presence of the laser field depicted in (a) with a
peak intensity of 3.5 × 1012 W/cm2. The red curve shows the probability
for a non-adiabatic transition given by the Landau-Zener formula, and defines
the three regions, delimited by the vertical dashed lines, where the dynamics
is primarily adiabatic (left region), primarily diabatic (right region) or mixed
(central region). (d-e) population dynamics during dissociation shown in (d)
the quasi-static states ’1’ (green) and ’2’ (blue) and (e) the localized states
’left’ (green) and ’right’ (blue).

describe localized electronic states where the electron resides
on the left, resp. right proton. To describe the dynamics in
terms of the quasi-static states the following wavefunction is
used:

Ψ(R, t) = ψ1(R, t)ϕ1(R, t) + ψ2(R, t)ϕ2(R, t) (15)

with ϕ1,2 the time-dependent quasi-static states. Inserting
this into the time-dependent Schrödinger equation using the
diagonalized hamiltonian and realizing that from the definition
of the quasi-static states it follows that:

ϕ̇1 =+ θ̇ϕ2

ϕ̇2 =− θ̇ϕ1 (16)

leads to

i

(
ψ̇1(R, t)

ψ̇2(R, t)

)
=

(
V1(R, t) iθ̇(R, t)

−iθ̇(R, t) V2(R, t)

)(
ψ1(R, t)

ψ2(R, t)

)
(17)

which shows that θ̇(R, t) acts as an effective coupling term
between the two quasi-static states. θ̇(R, t) can be derived
from Eq. 13:

θ̇(R, t) = − V̇g,u(R, t)ω0(R)

ω0(R)2 + 4Vlaser(R, t)2
(18)

θ̇(R, t), and thus the population transfer, peaks around the zero
crossings of the laser field E(t) = 0 when avoided crossings
occur between the quasi-static states. The magnitude of the
population transfer depends on the relative size of θ̇(R, t) with
respect to the difference V2−V1. At a zero crossing of the laser
field it follows from Eq. 18: θ̇(R, t) = µ(R)E0(t) ωl/ω0(R)
where ωl is the laser frequency and E0(t) is the envelope of
the laser field. The wave packet dynamics can be split up
into three regions. In the beginning, when ω2

0 ≫ µE0ωl,
the dynamics is adiabatic, i.e. populations remain in the
initial quasi-static state. At the end of the dissociation when
ω2
0 ≪ µE0ωl, the dynamics becomes completely diabatic and

at a zero-crossing of the field the dissociating wave packet
hops from one quasi-static state to the other, leaving any
existing electron localization intact. The electron localization
is established in an intermediate region where the dynamics is
neither adiabatic nor diabatic. In this regime, the wave packet
traverses one or more avoided crossings where the degree
of adiabaticity determines the extent of the localization that
will asymptotically be measured. This can be illustrated for
the situation considered in Fig. 6 by plotting the quasi-static
potentials as a function of time (Fig. 6c) revealing the laser-
induced avoided crossings. In Fig. 6d, where the populations
|ψ1(R, t)

2| and |ψ2(R, t)
2| are shown, the transitions between

the two states are concentrated around the avoided crossings.
Moreover, the three regions of adiabaticity of the transitions
can be clearly distinguished and are marked by the dashed
lines in Fig. 6.

This interpretation of the molecule-laser interaction in terms
of transitions between quasi-static states at a finite number of
avoided crossings can form the basis of a semi-classical model.
In such a model the passages through these avoided crossings
can be described by a Landau-Zener formula. Nuclear trajec-
tories are calculated on the basis of a weighted average of the
two quasi-static potential energy curves, with relative weights
according to the instantaneous populations. In determining
the trajectories the effect of the electric field on the nuclear
dynamics is taken into account [30]. Trajectories are started
from all nuclear distances within the Franck-Condon (FC)
region and the starting position of a trajectory within the FC
region determines the final kinetic energy of the nuclei. For
each trajectory an instantaneous population exchange is made
at the zero crossings of the laser field. The size of the transfer
is calculated by a Landau-Zener formula [29], [32]:

Pdiabatic(R, t) = e
− πω0(R)2

4ωlµ(R)E0(t) (19)

Since more than one crossing is relevant to the dynamics, the
phase difference ∆ϕ that develops between the amplitudes in
the upper and lower quasi-static state between two avoided
crossings has to be taken into account. It is given by:

∆ϕ = −i
∫ t0+

T
2

t0

(V1(t
′)− V2(t

′)) dt′ (20)

The sign of the amplitude transfer at an avoided crossing is
determined from the sign of θ̇(R, t) in Eq. 18 which is directly
related to the sign of the derivative of the electric field Ė(t):

sgn (θ̇) = −sgn V̇g,u = sgn ˙E(t) (21)
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In Fig. 7 the asymmetry parameter as a function of kinetic
energy and delay determined with this semi-classical method
(Fig. 7b) is compared to a Time-Dependent Schrödinger
Equation (TDSE) calculation (Fig. 7a). These calculations
are performed for D+

2 and a 4.8 fs FWHM IR field with a
central wavelength of 800 nm. The two calculations show a
behavior that is very similar to the experimental observation
and moreover show satisfactory agreement, validating the in-
terpretation of the TDSE results in terms of non-adiabatic tran-
sitions between the quasi-static states. The observed energy
correlation between the fragment kinetic energy and the time
delay is due to the fact that the internuclear distance where
a trajectory starts governs both the asymptotic kinetic energy
and the internuclear distance where the curve-crossings take
place, impacting on the Landau-Zener transition probability.
The intensity dependence of the asymmetry calculated with
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Fig. 7. Asymmetry parameter A(Ek, τ) of D+ fragments as a function
of the delay τ between an isolated attosecond pulse that promotes a Frank-
Condon wave packet onto the 2pσu state and the center of a 4.8 fs FWHM,
800 nm pulse with a peak intensity of 3.5 × 1012 W/cm2, and fragment
kinetic energy Ek , (a) in the 1D TDSE model and (b) in the semi-classical
model. .

the semi-classical method is shown in Fig. 8 for a trajectory
that starts in the center of the Franck Condon region. The
result is compared to the result of a TDSE calculation of the
asymmetry at the maximum of the fragment yield [33]. The
general trend of the intensity dependence in the TDSE model
is well-reproduced by the semi-classical model.

V. AB-INITIO MODEL: ROLE OF ELECTRON CORRELATION

A. Formalism
The 3D 2-electron model implemented to describe the

localization process is based on solution of the TDSE within
the dipole approximation:

[Hel(r1, r2, R) + T (R) + (p1 + p2) ·A(t)− i∂t]

Φ(r1, r2, R, t) = 0 (22)
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Fig. 8. Asymmetry parameter at fragment kinetic energy corresponding to
center of the nuclear wave packet as a function of delay and intensity for the
TDSE (a) and the semi-classical (b) model.

where Hel is the electronic Hamiltonian, T (R) the kinetic
energy operator of the nuclei and A(t) is the vector potential
of the laser field.

The time dependent wave function Φ(r1, r2, R, t) is ex-
panded in a basis of fully correlated adiabatic Born-
Oppenheimer (BO) vibronic stationary states of energy Wk,
which includes the bound states, the doubly excited states and
the non-resonant continuum states of H2:

Φ(r1, r2, R, t) =
∑
b

Cbνb
(t)ϕb(r1, r2, R)χνb

(R)e−iWνg t

+
∑
r

∫∑
νr

Crνr (t)ϕr(r1, r2, R)χνr (R)e
−iWνr t

+
∑
αℓ

∫
dε

∫∑
να

Cεℓm
ανα

(t)ψεℓ
α (r1, r2, R)χνα(R)e

−iWνα t

(23)

where ϕb, ϕr and ψεℓ
α represent the bound, doubly excited

and continuum electronic states of H2, respectively. These
electronic states result from the solution of the following
eigenvalue equations:

[Hel − Eb(R)]ϕb = 0 (24)
[QHelQ− Er(R)]ϕr = 0 (25)
[PHelP −Eε

α(R)]ψ
εℓ
α = 0 (26)

where P and Q = 1 − P are Feshbach projection operators
that project onto the resonant and non-resonant parts of the
continuum wave function. Here, α denotes the full set of
quantum numbers for the electronic state of the residual
molecular ion H+

2 with BO energy Eα(R) and the indices
ℓ and ε correspond, respectively, to the angular momentum
and kinetic energy of the ejected electron. More details can
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be found in ref. [34]. The vibrational (bound and dissociative)
wave functions χνb

, χνr and χνα are the solutions of a one-
dimensional Schrödinger equation that represents the relative
motion of the two nuclei in the presence of the potentials
Eb(R), Er(R) and Eε

α(R), respectively.

B. Description of the observables

To evaluate the different observables, the time dependent
wave function given in eq. (23) must be projected onto differ-
ent asymptotic states. In dissociative ionization experiments in
which the electron and proton momenta are fully determined,
one must project onto singlet states of the following form:

|R⟩ =
1√
2

∑
ℓm

iℓe−iσℓ(ε)Ym∗
ℓ (k)[ψεℓ

g (r1, r2;R)χνg (R)

×e−iWgt + ψεℓ
u (r1, r2;R)χνu(R)e

−iWut]

|L⟩ =
1√
2

∑
ℓm

iℓe−iσℓ(ε)Ym∗
ℓ (k)[ψεℓ

g (r1, r2;R)χνg (R)

×e−iWgt − ψεℓ
u (r1, r2;R)χνu(R)e

−iWut] (27)

where R stands for protons ejected to the right (H + H+) and
L for protons ejected to the left (H+ + H), g and u stands for
1sσg and 2pσu respectively, σℓ(ε) = argΓ

(
ℓ+ 1− i/

√
2ε
)

is
the Coulomb phase shift and Yℓm is a spherical harmonic. The
corresponding differential (in electron energy, electron emis-
sion direction, proton energy, and proton emission hemisphere)
dissociative ionization probability is given by

d3PΓ

dEH+dεdΩ
=

1

2

∣∣∣∣∣∑
αℓm

i−ℓeiσℓ(ε)Ym
ℓ (Ω)Cεℓ

αν

∣∣∣∣∣
2

(28)

where Γ stands for R or L1.
Notice that, in writing eq. (27), we have taken into account

that, below ∼35 eV, the R and L paths mainly result from the
combination of the 1sσg and 2pσu H+

2 molecular states into
1s orbitals localized in just one of the protons(see Eq. 4).

When the experiment does not determine the electron en-
ergy, the dissociative ionization probability is obtained by
integrating Eq. (28) over the electron kinetic energy:

d2PΓ

dEH+dΩ
=

1

2

∫
dε

∣∣∣∣∣∑
αℓm

i−ℓeiσℓ(ε)Ym
ℓ (Ω)Cεℓ

αν

∣∣∣∣∣
2

(29)

When the electron emission direction is not determined either,
one must integrate the latter equation over the electron solid
angle:

dPΓ

dEH+

=
1

2

∫
dε
∑
ℓ

∑
αα′

Cεℓ∗
α′να′C

εℓ
ανα

(30)

In order to compare with experiments, we have also evalu-
ated the proton asymmetry parameter defined as:

β(EH+) =

(
dPL

dEH+
− dPR

dEH+

)
(

dPL

dEH+
+ dPR

dEH+

) (31)

1We set the R direction by Cεℓ
(α=u)να

→ Cεℓ
uνα

and the L by
Cεℓ

(α=u)να
→ −Cεℓ

uνu
.

where

dPR

dEH+

=
1

2

∫
dε
∑
ℓ

(
|Cεℓ

gνg
|2 + 2Re[Cεℓ∗

gνg
Cεℓ

uνu
] + |Cεℓ

uνu
|2
)
,

(32)

dPL

dEH+

=
1

2

∫
dε
∑
ℓ

(
|Cεℓ

gνg
|2 − 2Re[Cεℓ∗

gνg
Cεℓ

uνu
] + |Cεℓ

uνu
|2
)

(33)

and

dP

dEH+

=
dPR

dEH+

+
dPL

dEH+

=

∫
dε
∑
ℓ

(
|Cεℓ

gνg
|2 + |Cεℓ

uνu
|2
)
.

(34)

Substituting the latter equations in the definition of the proton
asymmetry parameter we obtain

β(EH+) = 2

∫
dε
∑
ℓ

(
Re[Cεℓ∗

gνg
Cεℓ

uνu
]
)
/
dP

dEH+

(35)

Notice that the asymmetry arises from the interference be-
tween the 1sσg and 2pσu channels in the numerator.

As explained above, equation (29) gives the Molecular
Frame Photoelectron Angular Distributions (MFPADs) for a
H+H+ or H++H process. We may also define an electron
asymmetry parameter as:

αΓ(EH+) =

(
dPΓl

dEH+
− dPΓr

dEH+

)
(

dPΓl

dEH+
+ dPΓr

dEH+

) (36)

where

dPΓr

dEH+

=

∫ π
2

0

sin θdθ

∫ 2π

0

dϕ
d2PΓ

dEH+dΩ
(37)

dPΓl

dEH+

=

∫ π

π
2

sin θdθ

∫ 2π

0

dϕ
d2PΓ

dEH+dΩ
(38)

Equation (36) defines the asymmetry related to the electron
angular distributions for protons escaping to the left αL or to
the right αR. Of course, this asymmetry depends on the proton
kinetic energy and also on the time delay between the pump
and probe pulses, i.e. αΓ = αΓ(EH+ , τ).

C. Results

Figure 9 shows the dissociative ionization probability as
a function of the time delay between the pump and probe
pulses and also as a function of the proton kinetic energy (left
panel) and the electron kinetic energy (right panel). Figure 9
reproduces several features experimentally observed (Fig. 4),
such as the increase of the bond softening channel for time
delays around τ = 10 fs and the increase of the signal for
high kinetic energy protons at the time overlap. The 3D 2-
electron model also predicts oscillations in the dissociation
probability that were not observed in the experiment, due to
the poor signal to noise ratio; evidences for such oscillations
using different experimental conditions were recently obtained.
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Fig. 9. Dissociative ionization probability as a function of the proton kinetic
energy and time delay between the pulses. XUV pulse parameters: time
duration 145 as (FWHM), intensity 1 × 109 W/cm2 and central photon
energy 30 eV. IR pulse parameters: time duration 5.8 fs (FWHM), intensity
3× 1012 W/cm2 and central photon energy 1.65 eV

Figure 10 shows the proton asymmetry parameter as a
function of the time delay between the pump and the probe
pulse and of the proton kinetic energy. The oscillations in
the asymmetry observed in the experiments are reproduced
in the model. In particular the model shows an asymmetry
for kinetic energy Ek > 4 eV and at the time overlap
between the two pulses. The origin of the asymmetry is due
to two paths involving direction ionization to the 2pσu level
and excitation of the Q1 states that autoionize populating
the 1sσg state, emitting an electron mostly characterized by
a p-wave (in Eq. 5 this corresponds to c2 ̸= 0). Without
IR field the direct ionization to the 2pσu level is linked to
the emission of an electron in an s-wave. Considering Eq. 5
such a channel corresponds to c4 ̸= 0. The IR redistributes
the outgoing electron wave-packet among different angular
momentum states (c3 ̸= 0), creating a coherent superposition
of 1sσg and 2pσu for the same proton kinetic energy and for
the same angular momentum of the outgoing electron. The
mechanism responsible for the asymmetry during the molecu-
lar dissociation is only weakly visible in Fig. 10, mainly due
to the restriction in IR intensity I < 3× 1012W/cm−2 and
due to the excitation in the calculation only of states with
Σ symmetry. However such a mechanism is relevant in the
experiment and can be reproduced using the semi-classical
model reported in section IV. The oscillations in the asymme-
try parameter clearly visible in Fig. 5 at low kinetic energies
are not reproduced in the simulated asymmetry parameter
shown in Fig. 10, probably due to the different timescales for
photodissociation between the experiment ( performed in D2)
and the simulation (performed in H2). Comparison between
Fig. ?? and experimental data acquired in H2 (shown in Fig.
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Fig. 10. Asymmetry parameter for the formation of H+ in the left/right
direction as a function of the proton kinetic energy and the time delay between
the pulses.

2c of [22]) shows a better agreement of the evolution of the
asymmetry parameter also in the low kinetic energy region.

VI. CONCLUSION

Using isolated attosecond pulses and CEP-stable IR laser
fields, the electron localization of a H2/D2 molecule under-
going dissociation can be finely controlled. The mechanism
underlying this control is the IR-induced coupling of states
of different symmetry that are populated directly through
photo-ionization or indirectly by autoionization of doubly
excited states. The presence of 2-electron processes, requires
the application of a 3D ab-initio model taking into account
electron correlation to properly describe the population of
the 1sσg and 2pσu states. Simplified models based on the
solution of a 1D-TDSE allow to gain physical insight in the
localization mechanism during molecular dissociation. These
results represent the starting point for the investigation of
new schemes for the control of electronic density distributions
during chemical processes applying attosecond pulses.
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