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1 INTRODUCTION

1.1 LIQUID WATER AND HYDROGEN BONDS

Throughout the years liquid water has never ceased to fascinate scientists. Biol-
ogists and chemists see water as the solvent of life; it is the medium in which the
biochemical reactions that constitute life take place. In these reactions water
is not merely a passive solvent; it often acts actively as a reactant and, in ad-
dition, it plays a prominent role in the folding of proteins and other biological
molecules. When comparing water to other substances, it becomes apparent
that water has many anomalous properties, and these have drawn the attention
of physicists and physical chemists. To name a few examples: water is a lig-
uid at room temperature whereas other compounds of similar molecular weight
are gaseous; water expands upon freezing, in contrast with most liquids, which
shrink; and finally, no other liquid can dissolve salts as well as water can. It has
been claimed that there are as many as sixty-three of these anomalies of water.
One cannot help but wonder how a simple triatomic molecule can display so
many uncommon properties. Upon closer inspection, however, it becomes clear
that the peculiar properties of water, most of which are essential in making
water suitable for life, find their origin in only one underlying property: the
ability of water molecules to form a dense spatial network of hydrogen bonds.

Hydrogen bonds arise when hydrogen is covalently bound to an electroneg-
ative element, such as O, N or F. The binding electrons are drawn towards the
electronegative atom, and this causes the hydrogen atom to acquire a small
positive charge. As a result, the hydrogen atom is attracted to the lone pairs of
other electronegative elements. The hydrogen bond is a motif that is encoun-
tered everywhere in living nature, not only in liquid water. The majority of
biological macromolecules, such as DNA and proteins, are shaped by hydrogen
bonds (figure 1.1), which, in addition to structuring these macromolecules, also
provide them with the flexibility they need to function properly [102].

In liquid water hydrogen bonds of the type OH- - - O are responsible for the
strong attraction between water molecules [25]. A water molecule can engage
into a maximum of four hydrogen bonds; it can accept two hydrogen bonds and
simultaneously donate two. In ice this maximum number of hydrogen bonds
is indeed formed, which leads to a tetrahedral structure in which every water
molecule is fourfold coordinated by other water molecules. In the liquid phase
the ordered structure collapses and acquires some degree of disorder. Locally,
however, the average tetrahedral coordination is retained (figure 1.1a) and liquid
water is said to be a highly coordinated and structured liquid [73]. Other
hydrogen bonded liquids than water exist, such as methanol, but water is unique

11
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a) . p b) ‘

FIGURE 1.1. a) Tetrahedral structure of liquid water. The hydrogen bonds are rep-
resented as dotted lines. b) The alpha-helix, a structural motif in proteins, is held
together by hydrogen bonds between the amide groups of different amino acids.

in its ability to form a three-dimensional network of hydrogen bonds. This
three-dimensional hydrogen-bond network is highly dynamic: hydrogen bonds
stretch, contract, break and reform on a picosecond timescale [26, 72,76, 83].
Infrared spectroscopy can be used for studying water and other hydrogen-
bonded systems. Figure 1.2 shows the mid-infrared spectrum of water. This
region of the spectrum is sensitive to molecular vibrations [6,41]. In the spec-
trum two resonances can be discerned: one around 1600 cm ™', which is due
to the HOH bending vibration, and one around 3400 cm~! due to the two OH
stretching vibrations. The OH stretching vibration is particularly well suited to
study hydrogen bonding, as its frequency provides direct information about the
hydrogen-bond strength: the stronger the hydrogen bonds, the lower the OH
stretching frequency [60,71,83]. In liquid water many different conformations
of water molecules exist, some of which are strongly hydrogen bonded, others
which are weakly hydrogen bonded. These conformations absorb at different
frequencies, which causes the large spectral width of the OH-stretching absorp-
tion. The band is said to be inhomogeneously broadened [59].* Because of the
rapid interconversion of different hydrogen-bonded conformations, conventional
(linear) infrared spectroscopy can only obtain time-averaged information about
the structure of water. In order to obtain dynamic information one has to
resort to nonlinear spectroscopic techniques, which use ultrashort laser pulses
(~100 fs) to obtain instantaneous snapshots of the hydrogen bond structure. In
this thesis we will use one of these techniques, mid-infrared pump-probe spec-

2An additional factor contributing to the width of the OH-stretching band is the coupling
of the two OH vibrations of H2O, which leads to a symmetric and antisymmetric combination
which absorb at different frequencies.
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FIGURE 1.2. Mid-infrared spectrum of water which shows the absorption due to the
bending and stretching vibrations of the water molecule. The OH-stretching vibration
is strongly inhomogeneously broadened as a result of the hydrogen-bond interaction.
There is a strong correlation between the hydrogen-bond strength of a water molecule
and its OH-stretching frequency. Strongly bound water molecules absorb on the low-
frequency side of the spectrum, and weakly bound water molecules absorb on the
high-frequency side.

troscopy [20,24,27,33,34,36,43,53,57,66,68-70,96-98,112,113], to study the
dynamical aspects of hydrogen bonding in pure water and other systems. An ad-
vantage of mid-infrared pump-probe spectroscopy is that, when it is performed
in a polarization-resolved manner, it also allows one to monitor the rotational
motion of water molecules, and we will make extensive use of this property. In
fact, the central question in this thesis is how the motion of water molecules is
affected by hydrogen bonds and by the nearby presence of other molecules.

OUTLINE OF THIS THESIS The coming sections of this first chapter will intro-
duce the theory behind the ultrafast spectroscopy of hydrogen-bonded systems.
We will discuss various aspects of pump-probe spectroscopy and demonstrate
how the method can be used to obtain information about the dynamical pro-
cesses occurring in water. Chapter 2 takes a more theoretical approach and
provides an alternative description of pump-probe spectroscopy, in terms of the
nonlinear response formalism. The experimental aspects of the technique are
presented in chapter 3. Chapters 4 through 10 describe the different experi-
ments that have been performed. Chapter 4 is the only chapter that does not
deal with water. It describes experiments performed on phenol that is hydrogen
bonded to acetone. Chapters 5 and 6 deal with isotopically diluted water and
form the basis for the next chapters (7 until 10) which treat the orientational
dynamics of HDO molecules in different types of solutions.



14 INTRODUCTION 1.2

b) c)

13
10° Hz 10" Hz

A

<>
O—0 (8 ==»
\ 5 8; Y

F1GURE 1.3. The three degrees of freedom of a diatomic molecule that form the
basis for rotational, vibrational and electronic spectroscopy. For molecules that are
composed of two different atoms the binding electrons will not be divided equally
among the two atoms, which leads to partial charges on the two atoms (64 and J_).
a) The rotational motion of the molecule causes these two charges to oscillate, thus
providing a coupling with microwave radiation. b) The vibrational motion of the
nuclei occurs at higher frequencies and leads to a charge oscillation that is resonant
with infrared radiation. c¢) The interaction of optical radiation with the electrons
constituting the chemical bond between the two atoms forms the basis for electronic
spectroscopy.

1.2 VIBRATIONAL SPECTROSCOPY

In this section we provide a theoretical description of vibrational spectroscopy.
In particular we consider the formalism for describing the vibrations of molecules
and their interaction with light. Before presenting this description, however, let
us briefly consider the wavelength region used in vibrational spectroscopy and
its position with respect to other types of spectroscopy. The part of the electro-
magnetic spectrum that is resonant with molecular vibrations is the infrared.
It includes wavelengths ranging from 1 pym to 100 gm. At longer wavelengths
(100 pm to 1 c¢m) lies the domain of rotational spectroscopy, which uses the
microwave part of the spectrum to study rotational transitions in molecules. At
shorter wavelengths (10 nm to 1 pum) the visible and ultraviolet regions of the
spectrum can be found, which induce electronic transitions in molecules; hence
comes the name electronic spectroscopy. Figure 1.3 illustrates the physical pro-
cesses underlying these types of spectroscopy using the diatomic molecule as an
example.

1.2.1 MICROSCOPIC DESCRIPTION: THE HARMONIC OSCILLA-
TOR

The vibrations of molecules can be described as a collection of quantum mechan-
ical harmonic oscillators [6,14,41]. Figure 1.4a displays the simplest possible
example of a harmonic oscillator: a particle of mass m that is connected to a
body of infinite mass by spring with spring constant k. This system has the
following Hamiltonian
o= 2 + Lpa? (1.1)
" om T2 '
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FIGURE 1.4. a) The harmonic oscillator. A particle of mass m is attached to a
body of infinite mass by an ideal spring with spring constant k. The vibrations of
molecules can be described by harmonic oscillators provided that certain substitutions
are made. b) For the diatomic molecule the only change is that the mass m of the
oscillator should be replaced by the reduced mass of the system (mima/(m1 + ma2)).
c¢) Vibrations of polyatomic molecules are described in terms of normal modes. Here
the antisymmetric mode of H2O is shown. Such a vibration can still be described by a
single coordinate, which represents a linear combination of the atomic displacements
during the vibration.

where p and # are the momentum and position operators.” Of course, this is
an idealized system that is very different from a real molecule; however, it is
convenient because more complex systems, such as diatomic and polyatomic
molecules, are described by Hamiltonians of the same form. Clearly for these
systems the parameters in eqn. 1.1 have to be interpreted in a different way.
For a diatomic molecule the mass m no longer represents the particle mass but
rather the reduced mass of the two atoms (figure 1.4b). In the case of poly-
atomic molecules the situation is more complex because we have to take into
account the fact that multiple atoms move at the same time. By working with
normal mode coordinates, however, a vibration can still be described by a sin-
gle displacement coordinate z [41]. A normal mode coordinate describes the
synchronous displacement of all atoms during the course of a vibration. As an
example figure 1.4c shows the antisymmetric vibration of HoO. For polyatomic
molecules the mass m in eqn. 1.1 represents the effective mass of the vibra-
tion, which is a measure for the amount of mass that moves around during the
vibration and is generally a complicated expression of the atomic masses.

We now consider the solutions to the harmonic oscillator. The allowed states
|¢) follow from the time-independent Schrédinger equation

H|$) = El9), (1.2)

where E is the total energy. The eigenenergies turn out to be given by

Evzhwo(er%), (1.3)

where wy = y/k/m represents the resonance frequency of the classical oscillator
and v the vibrational quantum number. A wavefunction |¢,), which we will

bQuantum mechanical operators will be denoted by a hat "
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FIGURE 1.5. Energy level diagram of the harmonic oscillator.

also denote as |v), is associated with every eigenenergy E,. We see that the
energies are equally spaced, as shown in figure 1.5.

Transitions between the energy levels can be induced by applying a time-
dependent perturbation to the Hamiltonian. In the case of a vibrating molecule,
irradiation with infrared light provides such perturbation. The effect of such a
perturbation can be described with the time-dependent Schrodinger equation,

0 -
ih10) = H|6). (L4)

The Hamiltonian is the sum of the unperturbed Hamiltonian Hy and the time-
dependent perturbation Viy(t),

H = Hy + Vin (t). (1.5)
We will assume that the perturbation varies harmonically with time,

Vine = V(e 4 e~y (1.6)
as this is the form of the light-matter interaction if the coupling V is written as
~ 15 -

V:—gﬂ-Eo. (1.7)

Here ﬁ is the dipole moment operator. In the above equation we have used
the electric-dipole approximation and assumed the following expression for the
oscillating electric field

E(t) = Eycoswt, (1.8)
1= . .
= §E0(€m + e h). (1.9)

Fermi’s golden rule gives the rate Wy; at which transitions occur from state |1)
to |k)

Wiy = ?:L_72T|</’f|‘7|l>|2 [0(wrt —w) + 0(wrr +w)], (1.10)
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where wi; = (Ey, — E;)/h. The delta functions ensure that transitions occur only
when the photon energy fiw matches the energy difference between the states.
A result of Fermi’s golden rule is that the probability of light absorption equals
the probability of stimulated emission.

If we explicitly write out the coupling term in the above equation, we obtain

™ 5
Wi = ﬁWﬂEo Al (1.11)
nE3
= T o), (1.12)
where we have assumed resonant excitation. The quantity Zm = |(k|a|l)| is

called the transition dipole moment; it is the molecular quantity that determines
the strength of an absorption. 6 is the angle between the transition dipole
moment and the electric field polarization. We see that transitions are most
likely to occur if the radiation is polarized parallel to the transition dipole
moment.

As it stands the above equation can refer to any type of dipolar transition.
In order to have it refer to a vibrational transition we need to specify the form
of the dipole moment operator. This operator depends on the electronic wave
function but we can obtain a useful phenomenological expression by expanding
it as a function of the vibrational coordinate x

7]

L~ T—. 1.13
R fio + Oz (1.13)
Note that the operator character has been switched from ﬁ to . If we use this
expression for the dipole moment, we arrive at

TE2 o\’
Win = =2 cos®0 | = | [(k|2|1)]*. 1.14
=2t S RICED] (1.14)
This expression contains a number of factors, each of which represents a selection
rule in vibrational spectroscopy. Below we summarize these selection rules:
o Wi o (35)?
A vibration is only infrared active if the vibrational motion leads to a change
in the dipole moment. As a consequence symmetric vibrations, such as the
vibrations of Oy and Ny and the symmetric stretching vibration of CH, are
not observed in infrared spectroscopy.

o Wy o [(Kk|2|1)|?

In the harmonic approximation the matrix element (k|Z|l) is only non-zero
for I = k£ 1. As a consequence the only allowed transitions are those that
change the excitation of the oscillator by one quantum of energy. There
are two effects that can lead to a relaxation of this selection rule. The
first is an anharmonicity in the potential energy of the oscillator (i.e. the
presence of higher order terms in the potential energy: ~ z3, ~ z*, etc.).
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This mechanical anharmonicity leads to the coupling of wave functions for
which |I—k| > 1. A second possibility is the presence of quadratic and higher
order terms in the expansion of the dipole moment (eqn. 1.13). Higher order
coupling terms of the form z™ lead to the coupling of states for which |I—k| =
n. This kind of anharmonicity is known as electrical anharmonicity. In
general multiple-quantum transitions are much weaker than single-quantum
transitions.

o Wiy o cos?()

Only the electric field component parallel to the transition dipole moment
(i.e. in the direction of change of the dipole moment) can induce transitions.
No transitions can occur if the radiation is polarized perpendicular to the
transition dipole.

1.2.2 MACROSCOPIC DESCRIPTION: LAMBERT-BEER’'S LAW

Fermi’s golden rule provides a microscopic expression for the rate at which
energy is absorbed from a beam of light. In this section we relate this equation
to a macroscopic expression for the attenuation of the light beam. We begin
with the expression for the intensity I in terms of the amplitude of the electric
field (eqn. 1.8)

I(w) = %ceoEg(w). (1.15)

Here c is the speed of light and ¢ is the permittivity of free space. In terms of
the intensity we can write the transition rate from eqn. 1.12 as

wl(wkl) 2

Wi = ,
M 3hZceg Hi

(1.16)
where we have assumed that the sample is isotropic so that we can replace cos?
by its average value of % The rate at which energy is absorbed from a beam
of light by a single molecule is found by multiplying the transition rate by the

photon energy
Plwir) = hwig Wi (1.17)

In writing this equation we have assumed that the population of the excited
state is negligible compared to the ground state population. Since the absorbed
power is proportional to the intensity of the light beam, we can define a new
molecular quantity, the absorption cross section o, as the absorbed power scaled
to the intensity of the light,
P(wkl)

a(wkl) I(L«Jkl) . (1.18)
We would now like to relate the power absorbed by a single molecule to the
attenuation of the light because this is a quantity that can be straightforwardly
determined. For this purpose we consider a volume V' through which a beam
of light propagates (figure 1.6). This volume contains absorbing molecules at
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dE
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dx

FI1GURE 1.6. Cylindrical region of space through which a beam passes. The absorption
in this region equals the difference between the flux entering and leaving the region.

a concentration C' and has a cross-sectional area A. The amount of energy
(dEabs) that is absorbed in this volume during the time dt is given by

dBaps(wrr) = Piot(wr) dt, (1.19)
= CVU(wkl)I(u}kl) dt, (1.20)
= Co(wi)I(wk)Adzdt. (1.21)

In the upper equation P;,¢ stands for the power absorbed by all molecules in
the volume; in the second equation we have used eqn. 1.18 and the fact that the
number of molecules in the volume is given by C'V. dFE,ps can also be obtained
by considering the incoming and outgoing intensities (figure 1.6)

dEabs(wrr) = (Tin(wki) — Tous (wie)) A dt, (1.22)
_AdIdt. (1.23)

Equating these two we obtain
dI(wkl) = —a(wkl)CI(wkl) dx. (1.24)
This is Lambert-Beer’s law in differential form; integration leads to the familiar

result o)
Wkl —o Ci
T(wpt) = —— = e~ oWr)CL 1.25
(wrt) To(@n) (1.25)
where [ is the light intensity before the entering the sample, T' is the trans-
mission and [ is the sample length. In general one works with the absorbance,
which is the natural logarithm of the transmission and has the advantage that
it depends linearly on all parameters

Oé((Ukl) =—1In (T(wkl)) = U(wkl)Cl. (1.26)

Lambert-Beer’s law provides the connection between the absorption cross sec-
tion, which is a molecular property, and the attenuation of a beam of light,
which can be easily determined experimentally. Finally by combining equa-
tions 1.16 to 1.18, we see that the absorption cross-section is related to the
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to spectrometer

FIGURE 1.7. Schematic representation of the pump-probe experiment. A sample of
thickness [ is illuminated by a pump pulse, which excites a significant fraction of the
molecules. Next a time-delayed probe pulse is used to monitor the spectral changes
induced by the first pulse.

transition dipole moment in the following manner

TWEL o
. 1.27
3hceg M ( )

O’(Lukl) =

We remark that the cross section is a quantity that is averaged over all molecular
orientations, whereas the transition dipole moment is linked to the molecular
frame.

1.3 VIBRATIONAL PUMP-PROBE SPECTROSCOPY

Up to now we have dealt with linear absorption, which mainly provides informa-
tion about the static properties of molecules. In some cases dynamical informa-
tion can also be obtained from a linear spectrum. This is because the spectral
widths of transitions contain information about the equilibrium fluctuations ex-
perienced by molecules. However, often there are additional (inhomogeneous)
broadening mechanisms at play which obscure the dynamical information con-
tained in the absorption lineshape. Nonlinear spectroscopies, such as pump-
probe spectroscopy, overcome this problem by directly probing non-equilibrium
properties of a sample. In particular, the sample is first brought into a non-
equilibrium state by an intense pump pulse, after which the relaxation to the
equilibrium state is monitored by a weak, time-delayed probe pulse (figure 1.7).

Here we will discuss the general principles that underlie the pump-probe
experiment, focusing in particular on those aspects that are observed in the
vibrational pump-probe spectroscopy of water. We first consider the absorption
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g experienced by a weak probe pulse in the absence of a pump pulse

ap(w) = oo1(w)Cl, (1.28)
= op1(w)n, (1.29)

where we have introduced the symbol n to denote the concentration per unit
surface. After excitation by the pump pulse the sample will exhibit a modified
absorption due to three effects (figure 1.8). First, after excitation there are less
molecules in the ground state, so that the sample shows a decreased absorption
at the fundamental frequency. A second effect leading to a decreased absorption
at this frequency is stimulated emission from the excited state. Finally, the
excited molecules can be further excited to the v = 2 state, which causes an
increased absorption at the frequency of the 1 — 2 transition. These effects
lead to the following expression for the absorption

a(w) = oo1(w)(n — 2N1) + o12(w) Ny, (1.30)

where N7 is the concentration of excited molecules. The factor 2 enters because
ground state depletion and stimulated emission contribute equally to the ab-
sorption change. In a pump-probe experiment we usually record the absorption
spectrum of the probe beam in the presence and absence of the pump pulse. The
transient absorption A« is defined as the difference between these two spectra

Ac(w) = a(w) — ap(w) = (—2001(w) + o12(w)) N7. (1.31)

The transient spectrum consists of two contributions; the negative contribution,
arising from the ground state depletion and stimulated emission, is called the
bleaching signal; the positive contribution is called the induced absorption or
excited state absorption.

1.3.1 VIBRATIONAL RELAXATION

After excitation the transient spectrum will decay because excited molecules
relax to the ground state. In general the excited state population decays ex-
ponentially with time. If relaxation proceeds immediately to the ground state
(figure 1.9a) this leads to an exponential decay of both the induced absorption
and the bleach,

Ac(w,t) = (—2001(w)+ o12(w)) N1 (t), (1.32)
(—20’01((.«)) + Ulg(w))Nl (O)@it/n, (133)

where 71 is the lifetime of the vibration. The lifetime of a vibration depends
strongly on its surroundings; in solution it can vary from hundreds of picosec-
onds to less than a picosecond. For example, the vibrational lifetime of the OD
vibration of HDO in H2O is 1.8 4+ 0.2 ps [85], while the surface OD groups of
deuterated zeolites can have lifetimes of 70 ps [12].

In general vibrational relaxation proceeds through complicated mechanisms
that may involve a number of intermediate states. An example is shown in
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FIGURE 1.8. Principle of vibrational pump-probe spectroscopy. a,c) Potential energy
diagram of a typical vibration. In thermal equilibrium all molecules are in the ground
state, which leads to an absorption at woi. b,d) A pump pulse promotes a significant
fraction of the molecules to the first excited state. This leads to a decreased absorption
at wo1 and an increased absorption at wi2. €) The transient spectrum is the difference
between the spectra in the presence and absence of the pump pulse.
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figure 1.9b. Here the intermediate levels represent states in which the origi-
nal vibration has relaxed and excited a low-frequency inter- or intramolecular
vibration. If the two vibrations are coupled via an anharmonic interaction,
excitation of the low-frequency mode will result in a frequency shift of the high-
frequency vibration. Figure 1.10 illustrates this effect for the HoO molecule.
We will describe this effect by assigning different spectra to the intermediate
states than to the excited state. The relaxation mechanism in figure 1.9b also
shows that excited molecules do not necessarily relax to the original ground
state. This is a way of describing irreversible changes induced by the pump
pulse. For pump pulses in the visible or ultraviolet the irreversible change often
consists in a chemical reaction. In the infrared it is generally only heating of
the sample, although a few examples of infrared-induced chemical reactions are
known. For the relaxation mechanism shown in figure 1.9b we can write the
following expression for the transient signal

Aa(w,t) = Ulg(w)Nl(t) - JQlNl(O) — 001 (w)Nl(t)
+051 (W) NG () + 00,1 (W) No (), (1.34)

where 0§, (w) and o{; (w) represent the cross section spectra of the intermediate
state and of the modified ground state. The expression consists of five terms.
The first term represents the excited state absorption. The second and third
term arise from ground state depletion and stimulated emission, respectively.
Finally the fourth and the fifth term are due to the absorption of the interme-
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FIGURE 1.9. a) Example of a relaxation mechanism in which an excited vibration
relaxes directly to the ground state. b) Example of a relaxation mechanism that
involves an intermediate state. In this example the molecules do not relax to the
original ground state. This accounts for an irreversible change induced by the pump
pulse, such as a chemical reaction or sample heating. In this figure wiggly lines denote
radiative transitions, while the arrows represent non-radiative transitions.

diate state and the modified ground state.

1.3.2 INHOMOGENEOUS BROADENING AND SPECTRAL DIFFU-
SION

In the foregoing discussions it was implicitly assumed that infrared absorption
lines are homogeneously broadened. This means that every molecule has es-
sentially the same absorption spectrum. The bandwidth over which a single
molecule absorbs radiation is referred to as the homogeneous linewidth of the
particular transition. However, infrared absorption bands can also be inhomo-
geneously broadened, an example of which is the OH stretching vibration in lig-
uid water. In this case the broadening of the absorption arises because different
molecules absorb at different center frequencies. In linear spectroscopy homoge-
neous and inhomogeneous broadening cannot be distinguished; in pump-probe
spectroscopy, on the other hand, the difference is immediately clear.

Figure 1.11 exemplifies this issue. We investigate the effect of using a pump-
pulse that has a narrower frequency distribution than the (inhomogeneously
broadened) absorption band. Since the absorption band consists of species that
absorb at different center frequencies, rather than of a single species that absorbs
over a wide frequency interval, not all molecules are resonant with the pump
pulse. As a result only part of the absorption band is bleached (figure 1.11a)
and the spectrum after excitation by the pump will have a hole in it. As a
consequence of this effect the transient spectrum can be narrower than the linear
spectrum. In this case pump-probe spectroscopy is sometimes also referred to
as hole-burning spectroscopy.

The variation in the center frequencies is due to the different environments
of the various molecules. In a liquid these environments interconvert on a char-
acteristic timescale and this causes the absorption frequency of a particular
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FIGURE 1.10. Effect of the anharmonic interaction between the OH stretching vibra-
tion (v) and the bending vibration (¢) of H2O. a) An H2O molecule in its vibrational
ground state and an HoO molecule with one excitation quantum in the bending vibra-
tion. b) Absorption spectrum of the OH-stretching vibration of H2O for the vibrational
ground state and for the first excited state of the bending vibration. The OH stretch-
ing spectrum shifts to lower frequencies if the bending vibration is excited. ¢) Energy
level diagram of H2O taking into account only the first excited states of the stretch-
ing (v) and bending vibrations (). Due to the anharmonic interaction (AE,,}) the
doubly excited state lies lower in energy than the sum of the two singly excited states.

molecule to fluctuate in time. If a narrow-band pulse is used to excite the sam-
ple, this will lead to the excitation of a non-equilibrium distribution of transition
frequencies. The transient spectrum will therefore broaden upon increasing the
pump-probe delay until it reaches the equilibrium shape. The rate at which the
transient spectrum broadens provides a way to determine the timescale of the
frequency fluctuations.

Finally we point out that in the case of inhomogeneous broadening the width
of absorption bands can be so large that ground state bleach and induced absorp-
tion overlap. This is the case for the OH stretch vibration of water. Figure 1.11c
displays the characteristic lineshape that this leads to.

1.3.3 SAMPLE HEATING

In section 1.3.1 it was mentioned that an infrared pump pulse will eventually
heat the sample. In particular, the pumped volume will show an increase in
temperature after every pump pulse. Subsequently the temperature decreases
on a microsecond to millisecond timescale as heat diffuses out of the pumped
region. However, with respect to the picosecond timescale of a pump-probe
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FIGURE 1.11. Inhomogeneous broadening and spectral diffusion. a) A pump pulse
that is narrower than the width of an inhomgeneously broadened absorption band
will burn a hole in it. b) At zero delay the transient spectrum will show bleaching
and induced absorption features, the widths of which are determined by the pump
pulse. As the pump-probe delay is increased frequency fluctuations will lead to the
broadening and shifting of the transient spectrum until it reaches its equilibrium shape.
c) Typical shape of the transient spectrum of water. The bleaching and induced
absorption (dotted lines) are broadened to such extent that they overlap. The solid
line represents the sum of the bleaching and induced absorption.

experiment, we can consider the temperature jump to be permanent. As the
shapes of many spectral bands are sensitive to temperature, the effect of the
temperature jump becomes visible in the transient spectrum (figure 1.12a). The
transient spectrum represents the difference in absorption between a pumped
and an unpumped sample. Therefore, when all excitation dynamics have de-
cayed, the transient spectrum will not have decayed to zero, but will rather be
identical to the temperature difference spectrum of the initial and final temper-
ature (figure 1.12b).

Figure 1.13 shows the dynamics of a typical transient spectrum of water
including the effects of inhomogeneous broadening and heating. At short de-
lays the bleaching and induced absorption are discerned, which decay to the
temperature difference spectrum.

1.3.4 ARTIFACTS

When the pump and probe pulses overlap in time specific effects occur that
are not directly related to the dynamics of the vibrational excitation. These
effects are known as artifacts. There are two types of artifacts that need to be
considered: the coherent artifact and the cross-phase modulation artifact.

COHERENT ARTIFACT The coherent artifact is a consequence of the interfer-
ence of the pump and probe fields. Writing the total field as

E(t) = Epumpei“t*igl'rd + Eprobeei“t*“;?f + cc., (1.35)

it is readily seen that the intensity distribution (o< E?(¢)) contains an interfer-
ence term of the form

Epump Fprobe cos(ky — ky) - 7. (1.36)
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FIGURE 1.12. a) The effect of temperature on the OH stretching band of water.
The band shifts to higher frequencies and decreases in intensity as the temperature is
increased. b) Once all excitation dynamics have decayed In a transient spectrum we
observe the difference between the spectra at the two different temperature.
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FIGURE 1.13. a) Typical transient spectrum of water, including the effects of inhomo-
geneous broadening and heating. At short delays ground state bleaching and induced
absorption are observed. These decay to a constant temperature difference spectrum
that shows no dynamics on the timescale of a pump-probe experiment. b) Time trace
along the dotted line in the data from a).

This distribution creates a spatial modulation of the excited state population
in the sample (figure 1.14), which will act as a grating. As a result pump light
is diffracted in the direction of the probe beam. Because more light reaches the
detector in the presence of the pump than in its absence, this effect may be
mistaken for a bleaching signal. The coherent artifact is only observed when
the pump and probe pulses overlap in time.

CROSS-PHASE MODULATION The cross-phase modulation artifact arises due to
the modification of the index of refraction of the sample by the high intensity
of the pump pulse. A phenomenological expression for this intensity-dependent
refractive index is

n(t) = ng + noI(t), (1.37)
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FIGURE 1.14. The coherent artifact. The pump and probe pulses create an inter-
ference pattern in the sample, which leads to a fringe pattern in the excited state
population. This pattern acts as a grating that can diffract pump light in the direc-
tion of the probe.

where ng is the usual refractive index, no is the intensity-dependent part, and
I(t) is the light intensity in the material. The probe is generally too weak
to modify the refractive index, so that we can identify I(¢) with the pump
intensity. According to eqn 1.37, a pump pulse that traverses a sample causes a
temporal variation in the index of refraction. Let us consider the effect of this
time-dependent refractive index on a probe pulse that traverses the sample at
the same time as the pump. For the electric field variation of a probe pulse of
frequency wy we can write

E = Eppopee’ @0t ko) (1.38)
where kg = wg/c. Substituting the time-dependent expression for n we obtain
E = Eprobeei(wgt_noka_anorI(t))- (139)

To understand what this electric field variation means, we consider its instan-
taneous frequency w(t). This is defined as the time-derivative of the phase,

do
dl
= W — ngk‘ox%. (141)

We see that the effect of the pump pulse is to either increase or decrease the
frequency of the probe, depending on the sign of dI/dt. This is determined by
the delay between the pump and probe pulse. For negative delays the probe
comes before the pump, and the probe therefore primarily sees the rising edge of
the pump pulse (dI/dt > 0). For positive delays, the probe sees the trailing edge
of the pump pulse, resulting in a negative value for dI/dt. For most materials no
is positive; in our example x is positive too, since the wave travels in the positive
x-direction. As a consequence the probe frequency decreases if the probe comes
before the pump, and it increases if the probe comes after the pump. When
a delay scan is taken, this effect leads to a ‘wiggle’ in the transient absorption
around delay zero, as is illustrated in figure 1.15.
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FIGURE 1.15. The cross-phase modulation artifact. a) If the probe pulse precedes the
pump pulse, its spectrum is shifted to lower frequency; if it comes after the pump, it
is shifted to higher frequency. b) In a delay scan the cross-phase modulation artifact
leads to a wiggle. The frequency corresponds to the arrow in a).

1.4 INTERMEZZO: AMPLITUDE OF THE TRANSIENT
SPECTRUM

The present section aims at creating some intuition for the factors that deter-
mine the magnitude of the pump-probe response. For simplicity we will only
regard the bleaching part of the pump-probe response but the same arguments
hold for the induced absorption. Let us start by considering a probe pulse that
is focused down to a cross-sectional area A. As an approximation we will assume
that the probe has a flat spatial intensity profile, so that we may imagine that
we are really probing a cylindrical region of the sample. In the previous section
we have seen that the bleaching signal induced by the pump pulse is given by

Aca(w) = 2001 (w) Ny, (1.42)

where Nj is the concentration (per unit surface) of excited molecules in the
probe volume. The concentration of excited molecules is of course determined
by the intensity of the pump pulse. Since every pump photon can excite one
molecule we arrive at

B o/ Bw
N = %(1 —T). (1.43)

In this equation 7' is the integrated transmission of the sample. EJ . is the

pump energy that falls on the probe surface; Eﬁ,ump can therefore be smaller

than the total pump energy. By combining the previous two equations we obtain

2001 (@) Epump

Aa(w) = I o

1-1). (1.44)

We see that every photon absorbed within the probe volume gives rise to an
absorption change —20¢1(w)/A. If we wish to increase the pump-probe signal,
one of the options is to increase the absorption of the sample, either by increas-
ing its thickness or by increasing the concentration. However, once a certain
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FIGURE 1.16. a) Sample used in pump-probe spectroscopy. The probe beam has a
cross-sectional area A, the diameter of which is typically 100 wm. b) Solvent bands
that have intensities that are equal to a solute band in the linear spectrum are not
observed in a pump-probe spectrum. ¢) When the solute band overlaps with a solvent
band in the linear spectrum, we still only observe the solute band. However, its
amplitude is lower since part of the pump photons are absorbed by the solvent.

absorbance is reached, any further increase in the concentration will lead to
relatively little gain in the pump-probe signal. For example, if we increase
the optical density® of the sample from 1 to 2 by doubling the concentration,
this will increase the percentage of absorbed pump photons from 90% to 99%.
Therefore the pump-probe signal only increases by 10% even though the con-
centration has been doubled. In practice a transmission of approximately 10%
is chosen so that relatively few pump photons are wasted, while there is still
sufficient probe light passing through the sample.

We will define the maximum pump-probe signal as the theoretical signal
when all pump photons are absorbed. This is the magnitude of the pump-probe
response in the optically dense limit,

N 20'01 (w) Ell)ump

Almax(w) = 1 o

(1.45)
We see that in this limit the signal is limited by the total number of available
pump photons per unit probe surface and, ultimately, by the cross section of the
vibration.? This means that, once we have reached the optically dense limit,
we can only increase the signal by increasing the amount of pump light or by

¢The optical density is defined as the 10 log of the transmission.
dSometimes it is necessary to work at a low optical density. In this case we can write
T = exp(—001(w)Cl) & 1 — 001 (w)C! for the transmission and we arrive at

_ 2001 (w)?Cl E,pump
A hw
Here we have assumed that the cross-section does not vary over the frequency spectrum of

pump. We see that in this limit the pump-probe signal depends linearly on the concentration
and quadratically on the cross section.

Aa(w) = (1.46)
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focusing it more tightly. Since the signal scales quadratically with the diameter
of the pump focus, it pays to invest in achieving a focus that is as tight as
possible.

The fact that ultimately the pump-probe response depends on only the cross
section has an interesting consequence. It explains why solvent bands are gen-
erally not observed in the pump-probe spectrum. The situation depicted in
figure 1.16b is often encountered in pump-probe spectroscopy. In the linear
spectrum two bands appear with equal intensity, one due to the solvent and
one due to the solute; in the transient spectrum, however, only the solute band
is observed. This is because the pump-probe response scales with the cross-
section, which is much larger for the solute than for the solvent. In the linear
spectrum the lower cross-section of the solvent is compensated by the higher
concentration.

When the solute and solvent bands overlap a different situation occurs, as
is shown in figure 1.16c. One must now take into account the fact that part of
the pump photons do not contribute to the pump-probe response as they are
absorbed by the solvent rather than by the solute. It can be shown that the
relative number of photons absorbed by each band is given by the ratio of the
absorptions. Incorporating this in the expression for the pump-probe signal we

arrive at
20(w) By aqg (w)
Atmax (W) = — pump 14
Cmax () A hw oag(w)+az(w)’ (1.47)

where a7 and as are the absorbances due to the solute and solvent, respectively.
We see that in order to optimize the pump-probe signal we have to minimize
the fraction of the photons that is absorbed by the solvent. This can be done
by using a more concentrated sample.

1.5 POLARIZATION PROPERTIES OF THE PUMP-
PROBE RESPONSE: ANISOTROPY

Until now it was silently assumed that the excited molecules are distributed
isotropically. However, in reality the distribution of excited molecules is aniso-
tropic because molecules that have their transition dipole moments aligned par-
allel to the pump polarization are excited preferentially (figure 1.17a). As a
consequence the amplitude of the pump-probe response depends on the rela-
tive polarizations of the pump and probe pulses (figure 1.17b). For parallel
pump and probe polarizations the response is initially larger than for perpen-
dicular polarizations (because the concentration of excited molecules is zero for
molecules that have their transition dipole moments perpendicular to the pump
polarization). The orientational motion of the excited molecules scrambles their
orientations and eventually causes their distribution to become isotropic. As
a consequence the parallel signal decays faster than the perpendicular signal
and this continues until the two signals are identical. At this point the excited
molecules have lost all memory of their initial orientations. It is clear that
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FIGURE 1.17. a) Preferential excitation of molecules that have their transition dipole
moments parallel to the pump pulse polarization. b) Delay scan of the parallel and
perpendicular signals. The dotted line shows the signal if the orientations of the
excited molecules were distributed isotropically. The parallel signal is initially higher
than the isotropic signal but decays faster; the perpendicular signal is initially lower
than the isotropic signal but decays more slowly.

the rate at which the difference between the parallel and perpendicular signals
decays is determined by the orientational motion of the molecules [11,58].

1.5.1 ISOTROPIC SIGNAL

Both the parallel and perpendicular response shown in figure 1.17b are affected
by the orientational motion of the molecules, which is inconvenient if one wants
to study vibrational relaxation. It would be more convenient to dispose of a
response such as the dotted line in figure 1.17 which depends only on the total
concentration of excited molecules. This response is referred to as the isotropic
response. It may seem that averaging the parallel and perpendicular responses
would yield the isotropic response. However, it turns out that this is only
correct if molecules rotate in two dimensions. In three dimensions the isotropic
response is found by weighing the perpendicular response more heavily,

Ay, = 200+ 280 (1.48)
3
where Acj and A« are the absorption changes when the pump and probe
beams are polarized parallel and perpendicular to each other, respectively. This
equation can be rationalized with the help of figure 1.18. We first consider the
two dimensional situation. A single excited dipole [i contributes to the induced
absorptions of both the parallel and perpendicular responses according to

Aoy o cos®0, (1.49)
Aa; o cos®y. (1.50)
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FicUre 1.18. Contribution of a single dipole to the parallel and perpendicular pump-
probe signals in two dimensions (a) and in three dimensions (b).

It is directly clear that the sum of these two signals does not depend on the
orientation of the dipole. Therefore in two dimensions the isotropic signal is
given by the simple average of the parallel and perpendicular signals.

In three dimensions the quantity that is independent of orientation is cos? 6+
cos? x + cos?® (figure 1.18b) so that the absorption needs to be probed in
three orthogonal directions to obtain the isotropic response. Experimentally
this would not be very straightforward but fortunately matters are simplified
by the cylindrical symmetry of the sample after excitation. As a result of
this symmetry the average responses are equal for the two perpendicular probe
directions, so that (cos?6 + 2cos?x) is the quantity that is independent of
orientation. This explains the form of eqn. 1.48.

In order to prepare for the coming discussion we also show how the above
conclusion can be reached by considering the distribution of excited molecules
N(0,¢,t). Immediately after excitation this distribution is given by

N(0,9,t) = g(0,9, )Ny, (1.51)

where N; represents the total concentration of excited molecules as it did in the
previous sections and g(6, ¢,t) is the function that represents the orientational
distribution of excited molecules. g(0, ¢, t) has a number of properties:

e Being a distribution function it is normalized at all times

/g(9,¢,t) a0 =1, (1.52)

where the integral runs over the unit sphere and d)? = sinfdf d¢ is the
surface element in spherical coordinates.

e At zero delay its functional forms is determined by the excitation probability

3
g(0,$,0) = ECOSQ 6. (1.53)
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e In the limit of long delay times it evolves to an isotropic distribution
li (0,0,1) ! (1.54)
im = —. .
100 g\v, o, 471'

e Finally, in an isotropic sample g(0, ¢,t) is a function of only the polar angle

_ 99(0, t)

g(0,¢,t) 271_ 3

(1.55)

where gg(6,t) is the distribution function of the polar coordinate. The factor
21 enters to ensure its normalization

/ go(0,t)sinddf = 1. (1.56)
0

The parallel and perpendicular absorption changes can be expressed in terms
of integrals over the distribution function

Aoy (t) = 3012N1/g(9,¢,t)c0529d§2, (1.57)
Aoy (t) = 3012N1/g(9,¢,t)sin2951n2¢dﬂ, (1.58)

where in the second equation we have used the fact that cos® x = sin® ¢ sin? 6.
The factor of 3 enters because the cross section is defined as the average (i.e.
isotropic) cross section, which is three times as small as its maximum value.
The independence of the isotropic signal on the distribution function can be
shown as follows

Aaso(t) = %(Aau(t)—i—2Aou(t)), (1.59)

= 012N1/9(9,¢,t)((30829—|—2sin2ﬁsin2 ¢$)dQ.  (1.60)

We use the fact that the sample is isotropic and integrate over the azimuthal
coordinate,

Adiso(t) = 012N; / W(co#owsm?asm%)m, (1.61)
™
= 0'12N1/ gg(@,t)sinﬁdﬂ, (162)
0
= o12V1. (1.63)

This definition of the isotropic signal ensures that all the equations introduced
in the previous paragraphs remain valid if A« denotes the isotropic signal. The
isotropic signal reflects the dynamics due to vibrational relaxation and spectral
diffusion but is independent of any orientational processes.
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FIGURE 1.19. Polar coordinates used to define the initial and final orientations of a
dipole. The coordinates (0, ¢,) are defined relative to the initial coordinates (6o, ¢o).

1.5.2 ANISOTROPY

It has been demonstrated that the difference between the parallel and perpendic-
ular absorption changes contains information about the orientational dynamics
of molecules. A quantity that depends exclusively on the orientational dynamics
is obtained by normalizing this difference to the total signal

AaH — AO&L

R = Ray 280

(1.64)
This is the anisotropy, which we shall employ frequently throughout this thesis
to study the orientational motion of water molecules.

In terms of the orientational distribution function g(6, ¢,t) the anisotropy
reads

R(t) = /9(9, #,t)(cos? @ — sin? fsin? ¢) dS2. (1.65)

This expression shows that the anisotropy does indeed only reflect the orienta-
tional motion of molecules, as required. However, as it stands the expression
is not very convenient. In the following we will rewrite the expression for the
anisotropy in such a way that it reflects the motion of individual molecules. The
time-dependence of ¢(6, ¢,t) can be most generally expressed as [11]

g(0,0,1)

/P(97¢at|90, $0)9(0o, ¢0,0) dQ, (1.66)

3 cos 90

/ ( ¢7t|90a¢0) dQO, (167)

where p(0, ¢,t|00, ¢o) is the probability that a dipole that had an initial orienta-
tion (6o, ¢p) will have an orientation (0, ¢) at time t. p(, ¢,t|00, ¢o) is actually
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the Green’s function solution to the differential equation that describes the ori-
entational motion of the molecules. Substitution into equation 1.65 leads to the
complicated expression,

R(t)= [ [ 9(6.6.1160,00)

so that it seems that everything has only become more complex. In an isotropic
sample, however, matters simplify because the probability of an angular dis-
placement depends only on the relative angle between the initial and final ori-
entations. To exploit this symmetry we use a new set of polar coordinates
(0, &) that are defined relative to the initial orientation (6, ¢o) (figure 1.19).
We change the integration variable from df) to df2, and obtain

2
3CZ#HO(COS2 0 — sin® fsin® ¢) dQ2dQy,  (1.68)
m

R(t) = / / p(67,0,£10,0) (8o, do, b1 &) A S, (1.69)

where f (6o, ¢o, 0, ¢r) is the trigonometric function from the previous equation
but now expressed in terms of Qy and €),.. Because p(0,., ¢y, t]0,0) is independent
of ¢,, we have replaced this variable with 0. Integration over three of the polar
coordinates leads to

R(t) = / p(0,)h(6,) sin 6, db,. (1.70)

where
00 = [ [ [ 100.60.0.6.) 0, oo aoo (1.71)

By explicitly carrying out the integration it can be shown that
2
h(Br) = ¢ Pa(cos(6,)), (1.72)

where P(x) = (322 — 1)/2 is the second order Legendre polynomial. We see
that the anisotropy can be written as the average over a function of the angular
displacement

R() = Z{Palcosty), (1.73)
G OO (1.74)
= %((3c0529T—1)/2>, (1.75)
_ %ca). (1.76)

Here C(t) is usually referred to as the second order orientational correlation
function.® We have now shown that the anisotropy is indeed a measure for

€It should be noted that different experiments determine different types of correlation
functions. NMR and pump-probe spectroscopy provide the second order correlation function,
while dielectric relaxation measures the first order correlation function, which is given by
(P1(cos0r)) = (cos0,)
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the angular displacement of a molecule during the pump-probe delay, as was
expected intuitively. It is easy to see that the maximum value of the anisotropy
occurs at t = 0 and equals 2/5. For long delays we can write (cos®6,) =
1/3, which is the isotropic value and we see that the anisotropy vanishes as
expected. The importance of the above equations lies in the fact that they relate
a macroscopic experimental observable, the anisotropy, to specific microscopic
information, in the form of a correlation function.



2 NONLINEAR RESPONSE THEORY

2.1 INTRODUCTION

In the previous chapter the physical principles that form the basis of pump-
probe spectroscopy were introduced. Here we provide an alternative description
of pump-probe spectroscopy, which is based on the nonlinear response formal-
ism. An advantage of this formalism is that it provides a unified description
of all types of nonlinear optical spectroscopy (e.g., pump-probe, photon echo
spectroscopy, CARS, etc.); the disadvantage, however, is that it requires the
use of rather complex mathematics. In the following a self-contained derivation
of the nonlinear response formalism is provided and applied to pump-probe
spectroscopy. This derivation is based on the treatments by Boyd [13] and
Mukamel [74]. Additional information about nonlinear response theory can be
found in refs. [16,91,104].

Nonlinear response theory describes the interaction of light with matter by
considering the induced optical polarization. As an example, let us consider
figure 2.1, in which the linear absorption of light is explained using the optical
polarization. The figure depicts an electromagnetic wave that impinges on a
material, in which it induces an oscillating polarization. This polarization radi-
ates a new electromagnetic wave that runs out of phase with the original wave.
The result is that the two waves interfere destructively, which is an alternative
way of expressing the absorption of the radiation by the material. We point
out that the radiated field is not merely a mathematical construct but a true
field that can be observed by itself. In photon echo spectroscopy, for example,
two or three non-colinear optical pulses are used to create a polarization that
radiates in a background-free direction.

2.2 PERTURBATION EXPANSION OF THE POLARIZA-
TION

Nonlinear response theory starts by expanding the induced polarization in pow-
ers of the electric field of the incident radiation

P(t) = PO )+ POt)+ PO (1) 4 ... (2.1)

37



38 NONLINEAR RESPONSE THEORY 2.2
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FIGURE 2.1. Linear absorption of light described through the induced polarization. An
electromagnetic wave induces an oscillating polarization in a material. The polariza-
tion radiates a secondary wave that is out of phase with the original wave. Absorption
arises due to the destructive interference of the two waves.

were P (t) depends linearly on E, P(®)(t) quadratically, etc.? It turns out that
P (t) is responsible for linear absorption and that P®)(t) is the term that
describes the pump-probe response. The polarization is calculated quantum
mechanically using the density matrix formalism [13,14,74]. Once the density
matrix p(t) of the system is known the polarization is obtained by

P(t) = Tr (#p(1)). (2.2)

where Tr denotes the trace operation. The density matrix is partitioned in the
same way as the polarization

p(t) = pM () +pP (1) +pP (1) + ..., (2.3)

so that the n'™ order polarization is given by

PM(#) = Tr (ﬂﬁ(”) (t)) . (2.4)
The evolution of the density matrix is governed by the Liouville equation
d i [x
—p=——|H, A] , 2.
dt h { P (25)

where the Hamiltonian H is given by the sum of the unperturbed Hamiltonian
Hy and the perturbation due to the incident radiation

H = Hy+V(t), (2.6)
= Hy— pE(t). (2.7)

The effects of relaxation are not yet described by eqn. 2.5; it is common to
incorporate these effects phenomenologically. To this end we write out the

2Tt is incorrect to write PN (¢) oc E(t), P (t) o< E2(t), etc., because the polarization at
time ¢t does not only depend on the electric field at time ¢ but also on the electric field at
times prior to t.
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Liouville equation for a single density matrix element, in the absence of any

perturbation,
d .

This equation leads to oscillatory solutions for the off-diagonal matrix elements
(coherences) and to time-independent solutions for the diagonal elements (pop-
ulations). The populations and coherences are generally assumed to decay expo-
nentially and this can be incorporated into the Liouville equation by modifying
it to )
. S

_pnm - _zwnmpnm — Ynm (pnm - pq(le%)) - T |:V7 p:| ’ (29)

dt h nm
where p¢ is the equilibrium value of ppm, Ynn is the population relaxation
rate of state n and ., (n # m) is the dephasing rate of the n — m transition.
In equilibrium the off-diagonal density matrix elements vanish
(d) — ( for n # m. (2.10)

pnm

Eqn. 2.9 can be solved by inserting the expansion from eqn. 2.3 into it
and collecting terms that depend on the same order of E. We thus obtain the
following set of coupled differential equations

d . e

Epf(logn = _anmp;% — Ynm (ﬂq(zoﬁn - P%#L)),

d i T

Lo _ ny _ L A<o>}

dt Pnmn ( Wnm ’Ynm)pnm 3 _Va 4 o’

d i T~

oL@ - _ @ _* 41)}

dt Prm ( Wnm Vnm)pnm A _Va 4 o’

D@ = Ciwnm — ) — L[ 5]

dt™mm L N nm
These equations can be solved successively if we start with pﬁ% = p;e,%). Us-

ing the method of variation of constants p(%)(t) can be expressed in terms of
(a—1)
A OF

-
p%%(t) _ %/ dt/e(—iwnm*an)(tft’)E(t/) [ﬂ,ﬁ(qil)(t/)} :
-
= 1 e B [0 (2.11)
where we have used V = —/iF and introduced the auxiliary functions I, (1),
Ly (t) = e~ “nmi=mmt, (2.12)

Our goal is to obtain an expression for P(®)(t), as this is the term that
describes the pump-probe response; to do this we need the expression for p(*) ().
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The simplest way to obtain this expression is to start out with eqn. 2.11 with
q = 3 and to successively substitute the expressions for the lower order density
matrix elements. It is clear that this procedure will lead to a very complex
expression. Fortunately, it turns out that there is a systematic method for
deriving this expression that yields more insight. Before applying the method
to higher order polarizations we first start by illustrating it for the first order
polarization.

2.3 FIRST ORDER POLARIZATION
DEFINITION OF THE RESPONSE FUNCTION By expanding the commutator in

eqn. 2.11 we obtain the following expression for the first order density matrix
elements

Lt
Pl (t) = E/ dt’Inm(t—t’)E(t’)Z(umpfﬁi péo,fuam), (2.13)

a

where we have dropped the explicit time-dependence of ﬁ(o) as it is time-
independent. Because p(?) is diagonal the summation reduces to a single term

.t
1
PO =5 [ Lt = OBE) (ump0 — o0m) . (219)

Eqns 2.2 and 2.14 lead to the following expression for the linear polarization

P(l)(t) = Z,Umnpnm (215)
— / dr E(y) Zlnm t— 7))t |2 (p —p 0))
h mm nn )
t
_ % / A E(r)SD (8, m1). (2.16)

For future convenience, we have changed the integration variable from ¢’ to 7.
The first order response function has been defined as

SO ) = 3 Lot = o) (ol = £12). (2.17)

This function contains all information that is needed to compute any linear
optical property of a material system, such as one-photon absorption and re-
fraction. Higher order response functions also exist and these describe nonlinear
optical phenomena, for instance two photon absorption and second harmonic
generation. Since all information about a material is contained in its response
functions, they play a central role in (non)linear spectroscopy.
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DIAGRAMMATIC NOTATION FOR THE RESPONSE FUNCTION Eqn 2.17 has a
relatively simple form but we will see that the higher order response functions
increase in complexity. It will be convenient to introduce a systematic method
to derive these functions. Below we demonstrate this method for the first order
response function. In the following section the method will be generalized for
the higher order response functions.

We begin by shifting the summation in eqn. 2.13 to the front to obtain

.
(3
P00 = Y3 [ e~ OB ) (215)

-
S [ = B,

= Zp'g%‘*am + Zp'SLeru—na (219)

In the last line we have separated the expression for p( ) into contributions
originating in the different elements of p(O) The subscript nm « am refers to
the contribution to pngl that is due to pgm An 1mportant observation is that
an element of 5(°) only contributes to an element of (1) if both elements have
at least one index in common. In other words, the two elements must lie in
either the same row or in the same column. Since p(?) is diagonal the previous

expression simplifies to

P (1) = Pl (1) + P (1), (2.20)

which is another way of writing eqn. 2.14.

Up to now we have been working downward in the perturbation expansion
of p(t). That is, we have started with p( ) (t) and considered the lower order
elements that contribute to this element. It turns out that, especially when
working with higher order response functions, it is convenient start at the other
end and work upward in the perturbation expansion. This means that we start

with a specific zeroth order element, p&‘l}, and consider the higher order elements

to which this element contributes. As p&?} only contributes to elements in the

same row or column, we obtain the following expressions

.ot
2
pl(7(11)<—aa(t) = ﬁ/ dleba(t_Tl)E(Tl)ubanga), (221)
.t
2
P aa(t) = — / dry Lp(t — 71) E(11) 0 p1ap.- (2.22)

In figure 2.2 we have illustrated these coherence pathways graphically. We
see that there are two types of pathways: those that connect elements in the
horizontal direction and those that connect in the vertical direction. Let us



42 NONLINEAR RESPONSE THEORY 2.4
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FIGURE 2.2. The two types of coherence pathways that contribute to the first order
response function.

consider how these pathways contribute to the response function,

S altsm) = Ta(t — ) |uwal 202, (2.23)
SO b)) = =Lt —71)|al >0, (2.24)

where the subscripts are used to denote a specific part of the response function.
In order to obtain the full response function we have to sum over all possible

initial states p and final states p)’,

S(t, ) Zsbwm (t, 1) +8G) . (t,71) (2.25)

—ZIba t_71)|/‘ba| P Zlab t_71)|ﬂba| p

ab ab

The two terms appearing in this equation have been represented graphically in
figure 2.3. We will refer to these diagrams as response diagrams, to distinguish
them from double-sided Feynman diagrams, which are extensively used in the
literature on nonlinear optics and which will be introduced in the next section.
Our response diagrams are in fact simplified Feynman diagrams that do not
yet take into account the electric field. Two response diagrams are needed to
represent the first order response function, four for the second order response
function, eight for the third order response function, etc. The diagrams rep-
resent the perturbation expansion going from the bottom to the top. Every
set of indices represents a density matrix element, except for upper set. As
an illustration of the use of these diagrams, the figure demonstrates how the
response function can be constructed with the help of these diagrams. At this
point, this merely serves as an example; in the next section we will provide a
set of systematic rules for converting response diagrams to equations.
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FIGURE 2.3. Response diagrams for the first order response function. The mathemat-
ical expressions corresponding to these diagrams are also given.

2.4 'THIRD ORDER POLARIZATION

DEFINITION OF THE THIRD ORDER RESPONSE FUNCTION We can use the ex-
pression obtained for p") (t) to continue the perturbation expansion and obtain
expressions for p(®)(t) and p® (t). We note that when successively inserting
the expressions for the different orders of the density matrix into eqn. 2.11, the
integrals can be shifted to the end. For the third order polarization an equation
of the following form is obtained

. 3 t T3 T2
P<3>(t)=<%)/ dTg/ dTg/ dry

SO (t, 73,79, 1) E(13)E(12) E(11), (2.26)

where S®)(t, 73,7, 7) is the third order response function. In writing this
equation we have used the following integration variables for the different orders
of the density matrix

P (), p(r3), p(72), PO (r1). (2.27)

DIAGRAMMATIC NOTATION  We now proceed in the same way as we did for the
first order response function and separate the third order response function into
its constituent coherence pathways. Since every time we move up one order in
the perturbation expansion we either make a vertical or a horizontal transition
in the density matrix, there are eight coherence pathways that contribute to
the third order response function. Figure 2.4 gives a graphic example of one of
these pathways.

In order to derive the expression for the coherence pathway shown in this
figure, we continue the perturbation expansion where we left off in the previous

section and consider the elements to which pg)) contributes. It is readily seen
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FIGURE 2.4. One of the pathways contributing to the third order response function.

that there are again two types of elements,

i [
P a(7s) = ﬁ/ droLep(13 — T2) E(T2)eaply) (12), (2.28)
@ i[" )
paceab(T3) = _E dTQIac(TS - TQ)E(TQ)pab (7-2),ch- (229)

At this point one should realize that all factors appearing in these expressions
will, later on, also appear in the expression for the third order response function.
Therefore it is possible to generally state that the transition pg)) — pg) adds a

factor I.(73 — T2)leq to the response function. Similarly, the transition pg)) —

pl(fc) adds a factor —I,.(73 — 72)pe. Continuing along this line we can identify
all factors that appear in the third order response function and obtain the
full expressions for the eight coherence pathways that make up this response
function. Figure 2.5 represents four of the eight coherence pathways graphically.
The first diagram is used as an example to demonstrate how these diagrams can
converted into mathematical expressions. The remaining four diagrams are not
displayed since they correspond to the complex conjugate of the diagrams that
are shown.

As an example we demonstrate below how the response function for the first
diagram is derived:

1. The first index pair adds the factor pl(l%) to the response function.

2. The next three index pairs add the factors Ipe (£1), Ip(t2) and Ipq(ts). Here
t,, stands for 7,41 — 7,. Note that the last set of indices does not add any
factor to the response function.

3. Generally, the transition pz(,z_l) — p%), in which the left-hand index is

permuted, adds a factor j,p,. Similarly, the transition p,(qu—l) — pg}), in
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FIGURE 2.5. Response diagrams that contribute to the third order response function.
The first diagram illustrates how one can obtain the mathematical expression for the
response function.

which the right-hand index is permuted, adds a factor ,uqr.b In the example
above the first transition thus adds a factor pp,, the second a factor pge,
and the third a factor peq.

4. The upper index pair is different from the other pairs because it does not
represent a density matrix element in the perturbation expansion. It is added
to account for the trace operation, which adds a factor ug,. The advantage
of this notation is that, in the diagram, pg;, is represented as arising from
the transition bd — dd.

5. Every interaction that permutes a right-hand index adds a factor of -1 to
the response function. In this example this leads to an overall multiplication
by 1 as there are two such interactions.

6. In the end the sum over all indices is taken.

TRANSFORMATION OF THE TIME VARIABLES The integral in eqn. 2.26 is called
a time-ordered integral because the integration variables are ordered according
to

T STy < T3 <t (2.30)

Because 8(3)(75,73,72,71) depends only on the time intervals 7, — 7,1 it is
sometimes more convenient to make a change of variables and use the intervals
tn,

t3 Zt—Tg, tQ =73 — T2, tl =792 — T1. (231)

bThis is reminiscent of the contraction of indices as it is encountered in matrix multiplica-

. -1 -1
tion: urppéz ) py;) and P;E:Z )ﬂqr - pgﬁ)'
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< t] 7 < tz 7 < t3 td
® ° ® 1
T] TZ T} t

FIGURE 2.6. Transformation between the time variables (71,72,73) and the time
intervals (tl,tz,tg).

This transformation is illustrated in figure 2.6. In terms of these variables the
third order polarization reads

P@) (1) ( ) / dt3/ dtz/ dt1 S® (t3, 12, t1)

E(t —t3)E(t —ts — to)E(t —ts —ty — 1), (2.32)

in which S (3)(753, t2,11) can be written as a sum over the four response functions
from figure 2.5 and their complex conjugates,

N3 4
5(3)(t3,t2,t1) = <%) Z[Ra(tg,tg,tl) — RZ(t;;,tQ,tl)]. (233)

a=1

The expressions for these response functions are given by

Ry(t3, ta,t1) = Z P fappteatiacttva Loa (t3) Ioe (t2) Toa (t1), (2.34)
abed

RQ (tS; t2; tl) = Z Paa ,Ud(',Ubd,U('a,UabI('d(tS)ch (tQ)Iab (t1)7 (235)
abed

R3 (t3a t2a tl) = Z pg?l) chudaﬂbcuab-[dc (tB)Iac (tQ)Iab (tl)a (236)
abed

Ry(ts,ta,t1) = Z PO ptaattaeticnttbalaa(ts) Iea(t2) Ioa (t1).  (2.37)
abed

2.5 RESPONSE FUNCTIONS APPLIED TO PUMP-PROBE
SPECTROSCOPY

Eqns 2.32-2.37 provide all information necessary to compute the third order
response of a system that is exposed to an arbitrary electric field; one only
needs to know the transition frequencies wy, and the transition dipole moments
tnm- In the case of pump-probe spectroscopy the field consists of two pulses
separated by a delay T,

E(t) = Ei(t) + Ex (1), (2.38)
= (e rtHiRLT g (p)emiwattiRaT | o (2.39)
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FIGURE 2.7. The result of carrying out the summation for response diagram Ri. The
labeling of the resulting diagrams is done for future convenience.

where E(t) represents the pump field and Es(t) the probe field. &;(t) and Ex(t)
are the electric field envelopes.

Above it was shown that the third order response function contains eight
terms. The electric field, in addition, contains four terms, so that the most
general expression for the pump-probe response will contain 8 x 4% = 256 terms,
each of which is composed of a large number of terms due to the dimension of
the density matrix. Fortunately the majority of the terms can be disregarded
because of a number of approximations that will be made.

HARMONIC APPROXIMATION FOR A THREE-LEVEL SYSTEM The first simplifi-
cation occurs if we consider only three levels, i.e. the system’s ground state, the
first excited state and the second excited state. In the harmonic approximation
[nm is only non-zero for n = m £ 1, so that the summations in eqns. 2.34-2.37
reduce to only a few terms. Figure 2.7 illustrates this for R;.

DIRECTIONS OF THE RADIATED FIELD Next we consider combinations of the
fields with the response functions. Many of these combinations lead to polar-
izations that radiate in directions other than that of the probe. For example,
the combination Ej(t — t3)E1(t — ts — to)Eq1(t — t3 — ta — t1) has a position
dependence of the form exp[i(2El — Eg) - 7], and therefore generates an electro-
magnetic wave in the direction 2/51 — Eg. This type of field combination does
not contribute to the pump-probe response but rather generates a signal that
is known as a photon echo. Clearly, in the case of pump-probe spectroscopy
we only need to consider combinations that radiate in the direction Eg. These
only arise due the field combinations F; E; Eo and EsFE3Fs. Since the probe
intensity is much lower than the pump-intensity, the latter field combination is
generally not considered.

ROTATING WAVE APPROXIMATION (RWA) As a final step we make the ro-
tating wave approximation. In this approximation all combinations of fields
and diagrams are neglected that lead to rapidly oscillating terms in the in-
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tegrand of eqn. 2.32. As an example let us consider the field permutation
Es(t—t3)Ey(t —ts —to)Ef (t —ts —ta —t1) combined with the response function
Ryy (figure 2.7). By writing out this term it can be seen that it contributes the
following factors to the integrand®

exp[i(w1 — wlo)tl], (240)
exp[i(wl — W1 — wll)tg] = 1, (241)
expli(w; — w1 —wa +wio)lts =  exp|[—i(ws — wio)ts]. (2.42)

We see that all of these terms oscillate slowly, and therefore they survive the
RWA. The combination E (t —t3)E} (t —ts —ta) Ea(t —ts —ta —t1), on the other
hand, leads to the following terms

exp[—i(wg + wlo)tl], (243)
exp[—i(wz — w1 — wi1)to] exp[—i(ws — w1 )ta], (2.44)
exp[—i(we — w1 + w1 +wio)ts] = exp[—i(wz — wio)ts]. (2.45)

Clearly the t; term is a rapidly oscillating term, and therefore we disregard the
combination of this field permutation and response function Rpy. Continuing
in this way we can find all permitted combinations of response diagrams and
field permutations that survive the RWA. These are displayed in figure 2.8.
Such combinations of response diagrams and fields are known as double-sided
Feynman diagrams. In these diagrams wavy arrows represent field components.
A solid arrow to the right represents a field £;(t) exp[—iw;t + iEj -7] and one to
the left represents a field £ () exp[iwjt—il_s'j -7]. The dashed arrow represents the
radiated field. On the left hand of the diagrams the explicit field permutations
are given for each group of diagrams. The mathematical expressions for the
response diagrams from figure 2.8 are given below

Ri(ts,t2,t1) = |por|*Tio(ts)I11(t2)Io1(t1),

Ru(ts,ta, t1) = Ri(ts,ta,t1),

Run(ts.to,t1) = —|por*|pazl* I (t3) 11 (t2) To1 (t1),

Riv(ts,ta,t1) = |por|*Tio(ts)I11(t2)I10(t1),

Ry(t3,t2,t1) = Riv(ts,ta,t1),

Rvi(ts,ta,t1) = —|por|*|pi2?Io1 (t3) 11 (t2) Lo (1),
Rvu(ts,ta,t1) = |po1|?|pi2* o (ts) T2 (t2) L0 (th),
Rvii(ts,ta,t1) = —|por|*|paz|* T2 (t3) a0 (t2) 1o (t1).

These diagrams describe the full pump-probe signal, including coherent ar-
tifacts. Since each response function can be combined with two field permuta-
tions, there are a total of 16 terms contributing to the pump-probe signal. Ten
of these correspond to coherent artifacts; that is, all terms in which the probe

“This can be seen by using eqn. 2.34 with a = 0, b = 1, ¢ = 1 and d = 0, and the
expressions for £y and Eg from eqn. 2.39.
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FI1GURE 2.8. Feynman diagrams relevant for the pump-probe spectroscopy of a three-
level system.
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FicUre 2.9. Field permutations in which the probe interaction comes before the
pump interaction can only contribute to the integral in eqn. 2.32 when the pump and
probe pulses overlap.

interaction comes before at least one of the two pump interactions. These
terms only have a non-vanishing contribution when pump and probe overlap
as is explained in figure 2.9. The six remaining terms represent the stimulated
emission (Ry, Rrv), the ground state bleaching (R, Ryv) and the induced ab-
sorption (Rypr, Ryi). Finally we see that there are two diagrams (Rvir, Ryii)
that do contribute to the pump-probe signal but that were not identified in the
previous sections. These describe contributions to the third order polarization
via a 0 — 2 coherence.

The coherent artifacts referred to above arise due to the part of the density
matrix that is resonant with the radiation. The cross-phase modulation artifact,
which was described in section 1.3.4, is a different type of artifact that arises
due to the non-resonant part of the density matrix (which we have neglected
here since we are only considering a three-level system). The non-resonant part
of the response function, which can be used to calculate this artifact is, to first
approximation instantaneous, and is described by

SE3) es(ts ta,t1) oc 8(t3)d(t2)d(t1). (2.46)

2.5.1 DETECTION

In order to be able to simulate a pump-probe response from the third order po-
larization, we need to know how the radiated field depends on the polarization.
It can be shown [74] that the oscillating polarization P(®)(t) radiates an electric
field of the form

Eraa(t) o iPG)(¢). (2.47)

In pump-probe spectroscopy the experimental conditions are such that the sig-
nal field interferes with the probe beam. If we spectrally disperse the probe
beam and divide the transmitted probe intensity by the original intensity we
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obtain
I |Ex(w)+iP®(w)]?
Iy [Bxw)P 249
~ 1—2Im(P(~3)(w)E5(w)), (2.49)
| B2 (w)]?

where Ey(w) and P®)(w) are the Fourier transforms of Ey(t) and P®)(t), re-
spectively. For the absorption change we obtain

o, (15(3)(w)E§‘(w)) -
W= Eer (250

2.6 INHOMOGENEOUS BROADENING AND SPECTRAL
DIFFUSION

The expression for the third order polarization refers to a single, homogeneously
broadened transition. We can include inhomogeneous broadening in the expres-
sion by integrating the response function over different transition frequencies.
We can, for example, imagine the transition frequencies to depend on an exter-
nal coordinate T, so that we write Wy, = wWpm (). The inhomogeneous response
function can be obtained by integrating over the distribution function W (I")

Statom ({3 £, 11) — / dTSp (b, o, 1 )W (T). (2.51)

In this approach, both homogeneous and inhomogeneous broadening are treated
phenomenologically. A different, more elegant method exist that treats homo-
geneous and inhomogeneous broadening on the same footing, i.e. both as being
the consequence of spectral diffusion. According to this picture rapid fluctua-
tions of the transition frequencies (with respect to the lifetime of a level) are
responsible for homogeneous broadening and slow fluctuations for inhomoge-
neous broadening. The expression for the first order response remains very
similar to the expression we have already obtained. We only need to replace
the time-independent w,,, by a stochastic function of time

Wnm = Wnm (1) = (Wnm) + 0wnm (). (2.52)

Because the auxiliary functions I;,,,, (¢t — 71) depend on wy,,, (eqn. 2.2), they are
also modified

Inm(t - Tl) — <Jnm(t - 7-1)> = <€7if:1 w“”"(t/) dt,> s (253)

where J,,, is the stochastic version of I, and (---) denotes an ensemble av-
erage.d A useful approximation of this expression can be obtained by making

dBecause wnm is a stationary function, Jy,, depends only on the time difference t — 7.
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use of the cumulant expansion®
(T (t — 71)) = e~ Heonm) (=) =glt=m), (2.56)
where g(t) is given by
1 t t
=3 /0 dt' /0 dt" (5w pm () 0wnm (t)). (2.57)

This expression can be rewritten by making a substitution of the time variables,

(1) / d’ / A7 (5rm (0)5wnm (7)), (2.58)

/ d’ / irC(r (2.59)

where the frequency correlation function is defined as

C (1) = (6wnm (0)8wrm (7). (2.60)

This result shows that the first order response, and therefore the linear spec-
trum, is fully determined by the frequency correlation function. If the frequency
fluctuations follow gaussian statistics, eqn. 2.56 is an exact result; otherwise it is
a first-order approximation [54]. For the higher order response functions a sim-
ilar approach can be followed; however, the expressions become more complex
as one is forced to evaluate the averages of the products of different auxiliary
functions J,,,,(t). For example, in order to calculate Ri(ts,t2,%1) we need to
evaluate the following average

(Joa(ts) Joc(t2) Jpa(t1)), (2.61)

which does not only contain the auto-correlations of the frequencies wpq, wpe
and wp, but also their cross-correlations. It is possible to obtain approximate
expressions for these ensemble average by using the cumulant expansion. The
calculation, however, becomes rather complex; the reader is referred to ref. [74]
for additional information.

¢According to the cumulant expansion the average (exp[ikz]) of the stochastic variable x
can be written as

exp |ikCy + 2 (Zk) Loy + (”;) Cs+ .|, (2.54)

where the cumulants C; are given by
C1 =(z), C2 =(2*) — (x)?, Cs =(2%) = 3(z*)(x) + 2(z)°. (2.55)
Using this result truncated to second order with z = [:1 SwWnm (t’) dt’ and k = —1 we obtain

eqn. 2.56.



3 EXPERIMENTAL METHODS

3.1 LIGHT GENERATION

3.1.1 PHYSICAL PRINCIPLE

Pump-probe experiments on water require femtosecond mid-infrared pulses that
are intense enough to saturate a vibrational transition. Because there are no
lasers that can produce such pulses, the approach is to convert the visible output
of a femtosecond laser to the infrared using nonlinear crystals.

The mixing of light in nonlinear crystals can be described by nonlinear re-
sponse theory. As was shown in chapter 2 the induced polarization is expressed
as an expansion in the electric field,

P(t) = PO ) + POt) + PO(t) + ... (3.1)

The terms in this equation represent different physical processes: P(l)(t) de-
scribes the absorption and refraction of light; P(?) (t) governs three-wave mixing
processes, of which second harmonic generation and difference frequency mixing
are examples; finally, P®)(t) is responsible for a variety of phenomena, such as
two-photon absorption, self-phase modulation, and, of course, the pump-probe
response. Light intensities encountered in everyday life are generally so weak
that only the first term in the expansion needs to be considered. With the light
intensities delivered by femtosecond lasers the second and third terms in the
expansion become appreciable.

Here we shall consider the effects of the second order response. Because the
nonlinear crystals used in three-wave mixing are transparent in the wavelength
region of interest, the expression for P()(t) is considerably simpler than the
expressions encountered in the previous chapter. One can essentially consider
the polarization response to be instantaneous (see eqn. 2.46), which leads to

PA (1) = xPE* (1), (32)
with the constant x(? known as the 2" order susceptibility. We now consider
the effect of illuminating a material that has a non-zero x(? by two beams of
light of different frequencies, such that the electric field variation is given by

E(t) = Eie™'! + Eye™?t fc.c. (3.3)

The x®)-response leads to the appearance of new frequency components in the
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Since an oscillating polarization is a source of radiation, the material emits
electromagnetic waves at these frequencies. Each of the terms in the equation
represents a specific nonlinear process: sum frequency generation (SFG), second
harmonic generation (SHG), difference frequency generation (DFG) and optical
rectification (OR).

PHASE MATCHING  Because of destructive interference between the electromag-
netic waves that are emitted from different regions in the material, the intensity
of the generated light is in general very low. We can understand this by con-
sidering the spatial variation of the nonlinear polarization. For simplicity we
focus on difference frequency mixing but the same arguments hold for the other
nonlinear processes. The spatial variation of the two fields in Eqn. (3.3) is given
by e™*1% and e2F2%  where k; and ko are the vacuum wave vectors and n,
and ns are the corresponding indices of refraction in the nonlinear material.
The nonlinear polarization follows the two generating fields and consequently
it varies according to e!("1k1—m2k2)x  The generated radiation, however, which
oscillates at a frequency ws = w1 — ws, has a spatial variation that is given by
esk3® In general, the change in the index of refraction with frequency causes
the generated wave to have a different wavelength than the polarization that
is responsible for its generation. The result is that electromagnetic waves that
originate from points in the crystal that are farther apart than a certain dis-
tance are out of phase with each other (figure 3.1). As a consequence radiation
cannot build up coherently over distances longer than the coherence length L.,
which is typically between 10-100 pm.

The efficiency of nonlinear processes can be improved by increasing the co-
herence length. It is clear that efficient build-up of radiation can only occur if
the wave vector of the nonlinear polarization matches the wave vector of the
generated light. For the difference-frequency process this means that

TL3/€3 = TL1/€1 - ngkg. (35)

This is the so-called phase matching condition for difference-frequency gener-
ation. In three-wave mixing it is customary to rename the fields, so that the
same phase-matching condition applies to the five processes from eqn. 3.4. The
high-frequency field is called the pump (p), the low-frequency field the idler (i)
and the intermediate field the signal (s). In terms of these new names the phase
matching condition is

npkp = nsks + nik;. (3.6)
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FIGURE 3.1. Phase mismatch between the polarization and the generated electric
field due to dispersion in a nonlinear crystal. The two dots represent two point in
the crystal that radiate an electromagnetic wave. Because the wavelength of the
polarization does not match that of the radiated light, the two waves are out of phase
and interfere destructively. The length over which radiation can build up coherently
is called the coherence length L.. Two waves that are generated a distance L. from
each other have a phase difference of 180 degrees.

Using k = w/c this is expressed in terms of the frequencies
NpWp = NeWs + Niwi. (3.7)
Finally, using w, = ws + wi, which ensures energy conservation, this leads to

ng—np W

(3.8)

Np —Ns Wi

In materials with normal dispersion the index of refraction increases with fre-
quency, so that the left-hand side of this equation is negative. Since the right-
hand side is always positive, the phase-matching condition is not directly fulfilled
in these materials. For phase matching to occur n;, needs to lie in between n;
and ng as can be seen by inspecting eqn. 3.8. One method to achieve phase
matching is based on the use of birefringent materials as the nonlinear medium;
these materials have different refractive indices for different polarization direc-
tions. This method takes advantage of the tensor properties of the x(?) response;
that is, the incoming fields can be polarized in a different direction than the
generated field. Together, these two features make it possible to independently
adjust one of the refractive indices in eqn. 3.8, as is explained below.

In order to understand the way phase matching is achieved in birefringent
materials, one must study the propagation of light in these materials [16,30,115].
Figure 3.2a provides an illustration. Uniaxial birefringent crystals are charac-
terized by two indices of refraction: the ordinary index (n,) for light polarized
along the x or y-axis and the extraordinary index (n.) for light polarized along
the z-axis. The z-axis is usually called the optical axis of the crystal. Let us
now consider a beam of light that travels at an angle # with respect to the
optical axis. Because of the cylindrical symmetry, we can draw this beam in
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the yz-plane without loss of generality. The index of refraction experienced by
the light depends on the polarization direction. For light polarized in the xy-
plane the index of refraction is n,; this beam is called the ordinary wave. Light
that is polarized in the yz-plane is referred to as the extraordinary wave and
experiences an angle-dependent refractive index n.(0)

1 2 02
_ cos 0+51n 0 (3.9)

ng(0)  ng ng

which is a combination of n, and n.. The angle-dependence of this refractive
index allows one to achieve phase matching in a three-wave mixing process. One
generally chooses one or two of the three beams involved to be extraordinary
waves; as a result their index of refraction can be adjusted by turning the
nonlinear crystal to change the angle 6 (figure 3.2b).

Another way to increase the coherence length is by periodically poling the
nonlinear material. In this case the nonlinear material is grown in such a way
that one of its crystal axes is periodically flipped over every distance that cor-
responds to one coherence length. Reversing the crystal axis has the effect of
reversing the sign of x(2). As a consequence, every time the polarization and
the generated electric field become out of phase, the sign of x(?) is reversed and
the two are in phase again. This is called quasi phase matching.

OPTICAL PARAMETRIC AMPLIFICATION Optical parametric amplification
(OPA) is a special case of difference frequency generation in which the low-
frequency input field we is very weak. The OPA process starts at the front end
of the nonlinear crystal where the difference frequency ws is generated. As this
newly created wave propagates through the crystal, it interacts with the pump
field wy to generate the difference frequency wsy, which in turn interacts with
w1 to generate more of the ws field, etc, etc. This results in the amplification of
the wy and ws fields at the cost of wq, so that effectively wy pump photons are
split into wo and w3 photons. The low-frequency input field is called a seed and
can be broadband. The wavelength region of the seed that is actually amplified
is determined by phase matching. There are a few ways to generate a fem-
tosecond seed. In our experiments this is done through continuum generation;
this process consists in the generation of ultra-broadband light by focusing a
femtosecond pulse inside a transparent material.

3.1.2 EXPERIMENTAL REALIZATION

The starting point in the generation of intense mid-infrared femtosecond pulses
is a commercially available regenerative amplifier (Hurricane, manufactured by
Spectra-Physics). This is a ‘one-box’ laser system that generates light pulses
with a duration of 100 fs, a wavelength of 800 nm, and a pulse energy of 1 mJ.
The repetition rate of the system is 1 kHz. For our experiments we have gener-
ated infrared light with a wavelength of 3 pm and 4 pm. Figure 3.3 shows the
experimental setup used to generate the 4-um pulses. Approximately 70 % of
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FIGURE 3.2. a) Light propagation through a uniaxial crystal. A beam of light propa-
gating along the yz-plane can experience different refractive indices, depending on its
polarization. If it is polarized in the xy-plane the refractive index is n,. For polar-
ization in the yz-plane the index of refraction is m.(f) which is a function of 6. The
z-axis is called the optical axis of the crystal because for propagation in this direction
the index of refraction does not depend on the polarization. b) Type I phase matching
geometry for difference frequency generation. The index of refraction wi can be varied
by turning the crystal.

the output of the Hurricane is used to pump a Spectra-Physics optical paramet-
ric amplifier (OPA) that uses S-barium borate (BBO) as the nonlinear medium.
The OPA process is seeded by a white-light continuum that is generated by fo-
cusing a small fraction of the 800 nm light into a sapphire plate. The BBO
crystal in the OPA is tuned such that the 800 nm pump light is divided into
photons of 1300 nm and 2000 nm. A second BBO crystal is used generate the
second harmonic of the 2000 nm light. Finally, the generated light at 1000 nm is
difference frequency mixed with 800 nm light to yield light at 4000 nm. For this
last step a potassium niobate crystal (KNB) is used. The thus generated mid-
infrared light is resonant with the OD-stretching vibration of HDO, on which
most of the experiments described in this thesis have been conducted. To study
the OH vibration light with a wavelength of 3000 nm is required, which is gen-
erated similarly except that the OPA is tuned to produce pulses of 2200 nm
and 1200 nm and that a potassium titanyl phosphate (KTP) crystal is used in
the final step. The mid-infrared light generally has a duration of 100-200 fs and
an energy of a few uJ.

3.2 PUMP-PROBE SETUP

The aim of pump-probe (saturation) spectroscopy is to determine the absorption
change of a sample, as it is induced by an intense pump pulse. This is done
by measuring the transmission of a probe: once in the presence of the pump
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F1GURE 3.3. Setup for generating mid-infrared femtosecond pulses. Abbreviations:
BS: beam splitter; BBO: BBO crystal; R800: dielectric 800 nm mirror; R1000: dielec-
tric 1000 nm mirror; KNB: KNB crystal.

pulse (T') and once in its absence (7). The absorption change is related to the
relative transmission change T'/Ty,

Aa@):—h(%&%). (3.10)

Our laser system runs at a repetition frequency of 1 kHz; the transmissions
T and T, are recorded during two consecutive laser shots. This is achieved
by placing a chopper in the pump beam which block every other pump pulse.
Thus the absorption change A« is determined 500 times per second. In our
experiments we do not measure the absolute probe transmissions (i.e. relative to
the intensity before the sample). Instead we monitor the intensity of a reference
beam, which passes through the sample but is not overlapped with the pump
beam. This allows us to compensate for fluctuations in the probe intensity. The
absorption change is determined from the intensities of the probe and reference
pulses in the following manner

(3.11)

Amm:_m<ﬂﬂiﬂ2)

To(w) I (w)

where I;(w) and I, o(w) are the reference spectra in the presence and absence
of the pump pulse.

Figure 3.4 shows the setup used in our experiments. The mid-infrared light
enters the setup and passes a wedged CaFs window. The two reflections that
are obtained serve as probe and reference pulses; the transmitted light forms
the pump beam. The probe light is directed onto a retroreflector which is
mounted on a computer controlled delay stage. The length of the probe path
can thus be adjusted, which allows us to change the relative delay between the
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FIGURE 3.4. Pump-probe setup

pump and probe pulses. The pump, probe and reference pulses are focused
onto the sample by an off-axis parabolic mirror. The pump and probe foci
have a diameter of approximately 200 pum and are overlapped in the sample;
the reference beam crosses the sample at another point. Behind the sample an
identical parabolic mirror recollimates the three beams. Using a third parabolic
mirror the probe and reference beams are focussed onto the entrance slit of an
imaging spectrometer, which disperses the beams onto a 2x32 liquid-nitrogen-
cooled mercury-cadmium-telluride (MCT) array. This array allows us to record
the probe and reference spectra at a rate of 1 kHz, so that we can perform a
shot-to-shot normalization of the transmission change.

For the polarization-resolved measurements a \/2-plate is placed in the
pump beam which sets the pump polarization at 45 degrees with respect to
that of the probe beam. Behind the sample a polarizer is placed which allows
us to select either the parallel or perpendicular polarization component of the
probe with respect to the pump polarization. The polarizer is rotated using
a motorized rotational stage. The polarization selection results in the tran-
sient absorptions A« (w,t) and Aay (w,t). From these signals we construct
the isotropic signal which is independent of orientational processes

Aaiso(t) = é(AOzH(t) + QAOéJ_(t)). (312)

Another combination of these signals yields the anisotropy

B AOZH(t) — Aaj_(t)
R(t) n AaH (t) + 2AOZJ_(t) ’

(3.13)

the decay of which is independent of vibrational relaxation and only reflects
molecular reorientation.
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3.3 SAMPLES: ISOTOPICALLY DILUTED WATER

In the experiments on water we shall study partly deuterated water molecules
(HDO), rather than normal water molecules (H20). The water in the sample
consists of normal water to which a few percent of heavy water (D2O) has
been added. This leads to the creation of HDO molecules, of which we probe
the OD stretching vibration. This vibration absorbs around 4 pm. Figure 3.5
shows the infrared spectrum of HoO with 8% HDO. Compared to neat water
the spectrum shows additional resonances due to the OD-stretching vibration
and the HOD bending vibration. There are a number of reasons for studying
isotopically diluted water rather than neat water:

e In H5O the two OH stretch vibrations are coupled, leading to a symmetric
and an antisymmetric stretching mode. These two modes absorb at different
frequencies. As the frequency of these modes depends on the hydrogen-
bond strength of both OH groups there is no direct one-to-one mapping
of the hydrogen-bond strength and the OH-frequency. In HDO the OH
and OD-stretching modes absorb at different frequencies, so that they are
effectively decoupled. As a result the OD frequency is directly correlated to
the hydrogen bond strength of the OD group.

e Pure H,O and D50 have a very strong absorption in the OH and OD region,
necessitating the use of samples of only a few microns thick. In such thin
samples the effects of heating are very large and pose serious problems. The
solution is to dope the water (HoO) with HDO molecules and to study these
HDO molecules instead of the normal water molecules. In this way it is
possible to use thicker samples that have a relatively low absorption in the
OD region.

e In pure water the excitation of the OH group is not localized on a single
H>O molecule. Instead it can hop non-radiatively from one OH group to
another via a mechanism called Forster energy transfer [29,112]. This leads
to a rapid decay of the anisotropy that is not related to reorientation. By
studying isolated HDO molecules the excitation remains localized on one
HDO molecule.

HOH OD OH
bend stretch stretch

1000 2000 3000 4000
v (cm?)

FIGURE 3.5. Infrared spectrum of HDO in H2O.



4 ORIENTATIONAL DYNAMICS OF
HYDROGEN-BONDED PHENOL

We use femtosecond mid-infrared pump-probe spectroscopy to study the effects of
hydrogen bonding on the orientational dynamics of the OD-group of phenol-d. We
study two samples: phenol-d in chloroform and phenol-d in chloroform with an excess
concentration of acetone added. For phenol-d in chloroform, we observe the rotational
motion of the OD group around the CO bond, with a correlation time of 3.7 ps. For
phenol-d hydrogen bonded to acetone, the reorientation time is strongly dependent on
the probe frequency, varying from 3 ps on the blue side of the spectrum to more than
30 ps on the red side.

4.1 INTRODUCTION

In chapter 1 the hydrogen bond was introduced as an important structural ele-
ment that is encountered in many complex systems. Examples of these systems
are proteins, nucleic acids and, of course, liquid water. An important prop-
erty of the hydrogen bond is that, unlike a covalent bond, it can easily break
and reform. As a result hydrogen-bonded structures often exhibit a degree of
flexibility. For biological systems this flexibility is essential [102]. For example,
when an enzyme catalyzes a chemical reaction, it must continuously adapt to the
changing chemical structure of its substrate. Another example of the flexibility
provided by hydrogen bonds is the unzipping of DNA during replication.

Hydrogen-bonded systems are often very heterogeneous; as a result hydro-
gen bonds of greatly varying strength can be encountered within a single sys-
tem. An interesting question regards the relation between the strength of an
individual hydrogen bond and its ability to restrict the motion of the hydrogen-
bonded chemical group. Rephrasing this: are the most tightly hydrogen-bonded
groups also the least flexible? Here we study this question for hydrogen-bonded
complexes of phenol-d and acetone, which serve as a model system. In the
experiment we monitor the mobility of the OD group of phenol by polarization-
resolved mid-infrared pump-probe spectroscopy; this technique was explained
in chapters 1 and 2 of this thesis. The strength of the hydrogen-bond is the
other parameter of relevance. It can be obtained from the linear infrared spec-
trum, by virtue of the correlation between the frequency of OD vibration and
the strength of the hydrogen bond: the stronger the hydrogen bond, the lower
the OD-stretching frequency [71,78,81].

As a sample we use a solution of phenol and acetone in chloroform; such a
solution contains a large variety of hydrogen-bonded phenol-acetone complexes,
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ranging from loosely hydrogen-bonded to very strongly bound. This inhomo-
geneity allows us to use a single sample to obtain information about complexes
that vary strongly in their binding strength.

4.2 EXPERIMENTAL

We performed polarization-resolved mid-infrared pump-probe measurements on
the OD-stretching vibration of deuterated phenol in chloroform. The pump-
probe setup used in the experiment is described in chapter 2.

In order to study the effect of hydrogen bonding on the orientational dy-
namics of the OD group of phenol-d we compared two samples: a solution of
phenol-d in chloroform (0.4 M) and a solution of phenol-d in chloroform (0.6 M)
to which a high concentration of acetone was added (~3 M). Phenol-d was ob-
tained by dissolving 2 g of phenol-A (Aldrich) in 10 ml of D2O and boiling the
solution until all D2O had evaporated. Chloroform (HPLC grade) was used as
received. All measurements were performed in a static cell with an optical path
length of 500 pm.

4.3 RESULTS AND DISCUSSION

LINEAR INFRARED SPECTRA Figure 4.1 shows the linear IR absorption spectra
of the two samples. Two OD-stretch absorption bands can be observed in
the spectrum of phenol in chloroform: a narrow band at 2650 cm~! (FWHM
~ 20 cm™!) and a broad band at 2500 cm~! (FWHM =~ 200 cm~!), where
FWHM stands for full width at half maximum. The narrow band is due to
monomeric phenol molecules, whereas the broad band is caused by clusters
of hydrogen-bonded phenol molecules [65]. In the gas phase the OD stretching
frequency of phenol-d lies at 2699 cm ™~ [49]. Apparently the interaction with the
solvent chloroform molecules causes a redshift of the OD-stretching frequency of
approximately 50 cm~!. When an excess of acetone (~ 3M) is added, the band
at 2650 cm ™! disappears while the band at 2500 cm~! grows in intensity, which
leads us to the conclusion that all phenol molecules in this sample are hydrogen
bonded. As an excess of acetone is present, we can safely assume that acetone
acts as the hydrogen bond acceptor, rather than other phenol molecules.

TRANSIENT SPECTRA AND VIBRATIONAL RELAXATION Figure 4.2 shows the
transient spectrum of phenol in chloroform. The ground state bleach (2650
em~1) and the excited state absorption (2550 cm™1!) are clearly separated. Ap-
parently the OD potential has an anharmonicity of 100 cm~!. In addition to
the bleach and the excited state absorption, a rather broad shoulder is observed
on the red side of the bleach (~2625 cm™!). This shoulder decays much faster
(~1 ps) than the bleach and the excited state absorption (~10 ps), and can be
attributed to clusters of hydrogen-bonded phenol molecules. This assignment is
supported by the linear spectrum, which shows that the tail of the cluster band
lies in the region where the shoulder is observed.
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FIGURE 4.1. Linear IR absorption spectra of phenol-d in chloroform (0.4 M) and
phenol-d in chloroform (0.4 M) with acetone (~ 3 M). The sample thickness was

500 pm.
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FIGURE 4.2. Transient spectra of phenol in chloroform (0.4 M) at delays of 0.3 ps,

5 ps and 20 ps. The pump pulse was centered at 2650 cm™ .
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FIGURE 4.3. Delay scans at three different probe frequencies in the bleaching region
of the transient spectrum of phenol-d in chloroform (Vpump = 2650 cm™").

The decay of the transient absorption (figure 4.3) is faster on the red side of
the spectrum than on the blue side. We have used biexponentials to fit these
measurements, thereby accounting for the transient bleaching of the tail of the
cluster band, which overlaps with the monomer band and contributes weakly to
the total transient signal (~ 15% at 2650 cm~!). In figure 4.4 the two derived
time constants are plotted as a function of the probe wavelength. The slow
decay time, which we interpret as the lifetime of the OD-stretch vibration of
monomeric phenol, varies smoothly from about 5 ps to 11 ps going from the
red to the blue side of the spectrum. This behavior contrasts with that of the
cluster band, which shows a remarkably constant lifetime of about 1 ps over the
entire probe range.

The strong variation in vibrational lifetime as a function of frequency sug-
gests that the (monomeric) phenol molecules are hydrogen bonded to the solvent
chloroform molecules. Furthermore it suggests that the phenol-chloroform con-
formations do not interconvert within ~10 ps (for else a frequency independent
lifetime would have been observed).

Figure 4.5 shows the transient spectra of phenol in chloroform with excess
acetone. We observe a broad bleaching signal and the high-frequency wing of
the excited state absorption on the red side of the probe spectrum. The bleach
decays monoexponentially with a time constant of about 1 ps, which is an order
of magnitude faster than for phenol hydrogen-bonded to chloroform. This time
constant is very similar however, to that of phenol clusters. Figure 4.6 shows
a plot of the lifetime of phenol hydrogen-bonded to acetone as a function of
the probe wavelength. Remarkably, hardly any variation in lifetime can be
observed; only at the very blue edge does the lifetime increase.
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FIGURE 4.4. Time constants obtained from biexponential fits to the transient spec-
trum (top panel) of phenol-d in chloroform as a function of the probe wavelength
(Vpump = 2650 cm ™). The triangles correspond to the bleaching of the isolated OD
band, the squares to its induced absorption and the circles to the bleaching of the
cluster band.
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FIGURE 4.5. Transient spectra of phenol-d hydrogen-bonded to acetone in chloroform
measured at 0.3 ps, 1 ps and 2 ps. The pump pulse was centered at 2525 cm ™ *.



66 HYDROGEN-BONDED PHENOL 4.3

251 1

=
o
T

Tite (PS)

' N
ceaattt .
+AAAAAAAAAAAAA

0.5F 1

ol ‘ ‘ ‘ ‘ ‘
2400 2450 2500 2550 2600 2650
v (em™

FIGURE 4.6. Lifetime of the OD vibration of phenol-d hydrogen-bonded to acetone
as a function of probe wavelength (vpump = 2525 cm™!'). The transient spectrum
is shown in the top panel. The triangles correspond to the bleaching region of the
spectrum, the squares to the excited state absorption.

THE ROLE OF THE HYDROGEN BOND IN VIBRATIONAL RELAXATION The
above results show that the hydrogen bond provides, either directly or indi-
rectly, a very efficient vibrational relaxation pathway [38]. For weakly hydrogen-
bonded phenol, we observe that the lifetime decreases from 11 ps to 5 ps as the
hydrogen-bond strength increases. When the hydrogen-bond strength is fur-
ther increased, i.e. by adding the strong hydrogen-bond acceptor acetone, the
lifetime decreases down to 1 ps. At this point the lifetime seems to reach its
minimum value, and a further increase in hydrogen-bond strength no longer
results in a decrease of the lifetime.

When seeking an explanation for the frequency-independence of the lifetime
of phenol hydrogen-bonded to acetone, the first thing that comes to mind is that
the strongly hydrogen-bonded conformations may interconvert rapidly, so that
in fact, an average lifetime is observed. However we will see below that there is
no rapid spectral diffusion, which means that this explanation cannot be correct.
Therefore we conclude that the relaxation involves a mechanism that speeds
up with increasing strength of the hydrogen bond, but only up to a certain
limiting rate. Of course this leads to the question what the exact nature of this
relaxation channel could be. Even though it is impossible to provide a conclusive
answer based on the experiments described in this chapter, it is unlikely that
the hydrogen bond is one of the accepting modes; in that case one would expect
the relaxation rate to keep increasing as the hydrogen-bond becomes stronger.
Instead, the role of the hydrogen bond may be indirect in matching the energy of
the excited OD-stretch vibration to that of the combination of (other) accepting
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FIGURE 4.7. Anisotropy decay of phenol-d in chloroform at 2650 cm™'. The solid
line represents a fit to the data of the form R = (Ag — Aoo)e™/Trot + A.,. The inset
illustrates the orientational dynamics that lead to the decay of the anisotropy.

modes.

EFFECT OF HYDROGEN BONDING ON REORIENTATION In order to obtain the
reorientation time of the OD group of phenol in chloroform, we have measured
the anisotropy of the transient absorption. In figure 4.7 the anisotropy is shown
for the peak position of the bleach. By fitting this anisotropy to a single ex-
ponential we obtained a rotational correlation time of 3.7 ps. Interestingly,
whereas the vibrational relaxation showed a strong frequency dependence for
phenol in chloroform, the reorientation time is fairly frequency independent.

A point worth mentioning is that the anisotropy does not decay to zero as
one would expect in the case of free rotational diffusion, but to a value of ~ 0.04.
This non-zero end level can be explained by considering the two motions that
play a role in the reorientation of the OD group: the first is the rotation of
the OD group around the CO-bond axis, and the second is the rotation of the
phenol molecule as a whole, which of course also contributes to the reorientation
of the OD group. We assume that the first process occurs much faster than the
second, so that on the time scale of our experiment, we essentially only observe
the rotation of the OD group around the CO-bond axis (see inset figure 4.7).
As this rotation restricts the reorientation of the OD group to a limited portion
of the unit sphere, a non-zero anisotropy will be measured at long delays. The
end level of the anisotropy is determined by the solid angle that can be covered
by the OD group and therefore by the C-O-D angle.

This reasoning leads us towards attributing the reorientation time of 3.7 ps
to the rotational motion of the OD-group around the CO bond. The fact that
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FIGURE 4.8. Anisotropy decay at different frequencies in the transient spectrum of
phenol-d hydrogen-bonded to acetone. The solid curves are monoexponential fits with
an end level of 0.04.

this time constant does not depend on frequency shows that the orientational
mobility is negligibly affected by the weak hydrogen bond to chloroform. In
principle the anisotropy should further decay to zero if we would measure up to
longer delays, at which the molecular reorientation of phenol becomes impor-
tant. Unfortunately, because of the finite relaxation time of the OD vibration,
we were only able to accurately determine the anisotropy for delays up to 15 ps.

We compare these results with those obtained for phenol (strongly)
hydrogen-bonded to acetone. Figure 4.8 shows the anisotropy decay of strongly
hydrogen-bonded phenol at four distinct positions in the transient spectrum.
Interestingly, while the lifetime showed no variation over the absorption band,
we now see that the reorientation proceeds much faster on the blue side of the
spectrum than on the red side. As the anisotropy decays more or less linearly
over the range that we can measure, it is impossible to unambiguously fit these
curves with monoexponentials including a non-zero end-level. In order to be
able to assign a decay time to these curves, we have fitted them to monoex-
ponentials with an end level that is the same as the one we found for phenol
hydrogen-bonded to chloroform (0.04). The reasoning underlying this choice
is that hydrogen bonding may affect the reorientation time of the OD group,
but not the solid angle over which it can reorient, so that the final anisotropy
should be the same.

Figure 4.9 shows the reorientation time as a function of probe wavelength
for the entire probe range. On the blue side of the band the anisotropy decays
with a time constant that is comparable to that of phenol hydrogen-bonded to
chloroform (3 ps), suggesting that the rotation of the OD group is not hindered
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FIGURE 4.9. Reorientation time of the OD group of phenol-d hydrogen-bonded to
acetone as a function of the probe wavelength (vpump = 2525 cm™'). The arrows
indicate reorientation times that greatly exceed 30 ps, but that could not be fitted
accurately. The top panel shows the transient spectrum. The star corresponds to the
reorientation time measurement for phenol-d in chloroform.

by the hydrogen bond for these molecules either. On the red side of the band
however, the reorientation time increases dramatically to over 30 ps. For these
complexes the decay of the anisotropy is likely to be determined by the reori-
entation of the phenol-acetone complexes as a whole and by the exchange with
other species in the absorption band, involving the breaking and reformation of
hydrogen bonds.

These results show that hydrogen bonds hinder the rotation of the donating
hydroxyl group, and that the strongest hydrogen bonds are most effective at do-
ing so. The fact that we were actually able to probe the orientational dynamics
of unique conformations, implies that these conformations live for a relatively
long time. The rate of interconversion must be slower than about 5 ps, for else
we would not have observed different values of the anisotropy at this delay.

The time scales that have been identified in this paper can be placed in a
broader perspective by making a comparison with the study by Nienhuys et
al. on the reorientation of HDO molecules in liquid heavy water [77]. In this
study HDO molecules were found to reorient with a time constant of 2.6 ps,
which seems extremely rapid compared to the time constant of >30 ps observed
for the strongly hydrogen-bonded OD group of phenol-d. This is particularly
true considering that an HDO molecule is embedded in a network of hydrogen
bonds, contrary to phenol that forms a complex with only a single acetone
molecule. The paradox is resolved, when one realizes that the reorientation of
water molecules is assisted by the rapid breaking and reformation of hydrogen
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bonds that occurs in liquid water [56,60]. It is more difficult to understand,
however, that the reorientation of the OD group of phenol, when it is weakly
hydrogen bonded to chloroform, proceeds slower (3.7 ps) than that of hydrogen-
bonded HDO molecules (2.6 ps). A tentative explanation may be that the
rotation of the OD group is considerably hindered by the phenyl ring, as gas
phase studies and quantum chemical calculations indicate that the OD group
lies preferentially in the plane of the phenyl ring [17], which implies the presence
of a significant barrier for internal rotation around the CO-bond axis.

4.4 CONCLUSION

We studied the influence of hydrogen bonding on the vibrational and orien-
tational dynamics of the OD group of phenol-d. Hydrogen bonding strongly
affects the vibrational relaxation. The vibrational lifetime 7 decreases with
increasing hydrogen-bond strength: from 11 ps, for monomeric phenol molecules
weakly hydrogen-bonded to chloroform, to a limiting value of ~ 1 ps for phe-
nol molecules that are strongly hydrogen bonded to acetone. The orientational
dynamics are measured by probing the anisotropy of the excitation of the OD-
stretch vibration. For weakly hydrogen-bonded phenol molecules dissolved in
chloroform, the anisotropy decays with a time constant of 3.7 ps to a non-zero
value. This partial decay of the anisotropy results from the rotational motion of
the OD group around the CO-bond axis. The molecular reorientation of phenol
that would lead to a complete decay of the anisotropy takes place on a much
slower time scale. The rotational motion of the OD group is observed to slow
down with increasing hydrogen-bond strength, resulting in an increase of its
time constant to values > 30 ps.



5} ORIENTATIONAL DYNAMICS OF HDO
IN LIQUID WATER

We use femtosecond mid-infrared pump-probe spectroscopy to study the orientational
relaxation of HDO molecules dissolved in HoO. We have measured the reorientation
time constant of the OD vibration from 2430 cm™' to 2600 cm™!, and observe a
value of 2.5 ps that shows no variation over this frequency interval. Our results are
discussed in the context of previous experiments that have been performed on the
complementary system of HDO dissolved in D20O.

5.1 INTRODUCTION

The previous chapter dealt with the orientational dynamics of isolated
hydrogen-bonded complexes. In this chapter we move on to a more com-
plex system and study the motion of water molecules in the pure liquid. The
complexity of liquid water arises because of the presence of an extended net-
work of hydrogen bonds, so that it is no longer possible to speak of isolated
hydrogen-bonded complexes. The polar environment provided by the hydrogen-
bond network of water forms a medium in which many chemical processes can
take place, both in living nature and in the laboratory. An important parameter
in these reactions is the rate at which the hydrogen-bond network can adapt to
accommodate a newly formed reaction product; ultimately, of course, this rate
depends on how fast single water molecules are able to change their positions
and orientations. Processes in which water reorientation plays a particularly
important role include the solvation of proteins [7,79] and proton-transfer
reactions [1,2].

The reorientation of HDO in heavy water (D2O) was studied by Nienhuys et
al. [77] In this study it was found that for delays up to 1.5 ps the reorientation of
water molecules proceeds faster on the blue side of the spectrum than on the red
side. For longer delays however, the reorientation time constant was observed
to reach a frequency independent value of about 3 ps. The interpretation was
as follows: the molecules absorbing on the blue side of the spectrum have weak
hydrogen bonds and can therefore reorient faster than those absorbing on the red
side. However, the hydrogen-bond length of a given water molecule fluctuates
in time, and as a consequence so does its absorption frequency; this process is
named spectral diffusion and was explained in section 1.3.2. Therefore, for times
long with respect to the spectral diffusion timescale, the molecules lose memory
of their initial frequency and a frequency-independent, average reorientation
rate is observed.

71
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FicURE 5.1. IR absorption spectrum of the sample used in our experiments. This
is a solution of 10% HDO in H2O. The background absorption due to HzO has been
subtracted from the spectrum. The sample thickness is ~15 pm.

Steinel et al. studied water reorientation in the complementary system of
HDO in H>O and found different results for this system. Surprisingly, no fre-
quency dependence whatsoever was observed in the reorientation time constant
of the OD vibration [96]. Unfortunately, the frequency interval over which the
orientational relaxation was studied was only 80 cm~! around the center of the
OD absorption band, which is rather limited considering the full width at half
maximum (FWHM) of this band of 200 cm~!. In view of the results of Nienhuys
et al. it would be interesting to see whether the reorientation time constant (of
HDO in H20) remains frequency independent when one probes further towards
the blue, where those molecules reside that have very weak hydrogen bonds.

In this chapter we report on the measurement of the orientational relaxation
time of HDO in HyO over a frequency interval of 160 cm~' and discuss these
results in the light of the experiments on HDO in D2O. As there are a number
of points on which our findings differ from the results presented by Steinel et
al., we will also compare our results to theirs.

5.2 EXPERIMENTAL

The sample studied was a 10% solution of HDO in HO in a static cell with
an optical path length of approximately 15 pm. Such a thin sample is neces-
sary in order to minimize the background absorption of HoO, which absorbs
weakly around 4 pm due to the presence of a combination band. The IR ab-
sorption spectrum of the sample is displayed in figure 5.1. The time-resolved
measurements were performed using the setup described in chapter 2.
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FIGURE 5.2. Transient spectra of HDO in H20 at 0.3, 1, 2 and 10 ps (dots). The
solid lines represent fits to a model that takes into account the effects of heating.

5.3 RESuULTS

VIBRATIONAL RELAXATION Figure 5.2 displays the transient spectrum of
HDO in H5O for several pump-probe delays. At 0.3 ps the transient spectrum
consists of a ground state bleach, centered around 2500 cm ™!, and an excited
state absorption, of which we observe only the onset at the low-frequency side
of the spectrum. The pump-probe spectrum decays with a time constant of
about 2 ps, until an end level is reached at around 5 ps that shows no further
decay on the timescale covered by our experiment (~500 ps).

The persistent absorption change that is observed at long delays is a con-
sequence of the temperature increase caused by the absorption of the pump
pulse, as was shown by Steinel et al. [96] and as was explained in section 1.3.3.
With increasing temperature the OD-absorption band shifts to the blue, which
leads to a bleach on the low-frequency side of the transient spectrum and an
induced absorption on the high-frequency side. The diffusion of heat out of the
focus occurs on a ps to ms timescale, which is outside the time window of our
experiment.

It is clear that during the process of vibrational relaxation, which lasts a
few picoseconds, the temperature of the sample will gradually rise. As such, the
experimental transient spectrum contains two spectral components: a decaying
spectrum representing the pure transient spectrum of the OD oscillator, and an
ingrowing spectrum that is associated with the heating signal. It is important
to realize that these two spectral components can have different anisotropies;
it is only the anisotropy of the former component that reflects, through the
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following relation (section 1.5.2),

R(t) = 20() = 2 (Po((0) - (1) (1)

the orientational dynamics of the OD vibration. Therefore, it is important to
subtract the time-dependent heating contribution from Acy(w,t) and Aa (w,t)
before using these signals to compute the anisotropy. In order to obtain the
time-dependence of the heating signal, we have to consider the relaxation mech-
anism of the OD vibration.

Figure 5.3 displays the decay of the transient signal for three different fre-
quencies in the spectrum. At 2635 cm™! we observe a bleaching signal, whereas
at 2388 cm~! the signal has mainly the character of an induced absorption.
Both signals decay to a non-zero end level, which is the effect of heating. In
between these two frequencies, at 2436 cm ™!, a competition is observed between
a decaying bleaching signal and an ingrowing heating signal, which at this fre-
quency is incidentally also a bleach. This signal shows an initial decay, after
which it turns over and exhibits a small, but discernible rise. The turnover
indicates that the temperature rise takes place on a slightly slower timescale
than the relaxation of the OD-stretching vibration. The simplest way to incor-
porate this effect into a relaxation model is by assuming that the energy of the
OD-stretch vibration is not directly converted into heat but is first transferred
to an intermediate level. Finally, the subsequent decay of the intermediate level
leads to the thermal population of low-frequency modes (i.e. heating). This
relaxation mechanism is characterized by two relaxation rates (k1 and k.) and
is displayed in figure 5.4. The lifetimes (71 and 7.) of the two levels are defined
as the reciprocal of the relaxation rates (k1 and k).

EXPRESSION FOR THE TRANSIENT SIGNAL In the following we derive the ex-
pression for the pump-probe signal, as it follows from this relaxation mechanism.
Subsequently the expression will be fit to the experimental data, which will al-
low us to obtain the values of the two relaxation time constants. The population
dynamics of the excited molecules are described by the following three equations

dN;
=1 = kN
dt 14V1,
dNg
= kN7 — kN, 2
o kiNy — ko N; (5.2)
AN},
k. N,
dt 0

where Ny, N and N/ refer to the populations of the levels from figure 5.4. Suc-
cessive integration leads to the following solutions for these differential equations

Ni(t)/N1(0) = e,

" k - -
Ng (t)/N1(0) ﬁlkl (7M1t —e™ht), (5.3)
ky —kxt k.
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FIGURE 5.4. Schematic overview of the model that describes the dynamics of the
excited HDO molecules. An excited HDO molecule decays from the v = 1 level to the
v = 0" level with a relaxation rate ki. The second step in the relaxation pathway is
the decay of the v = 0" to the ground state with a rate k.. The cross-sections of the
0—1,0" — 1" and 0’ — 1’ transitions are identical and change as molecules decay to
the ground state and energy is released into low-frequency modes. The cross-section
of the 1 — 2 transition is taken to be time-independent.
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As the excited molecules relax to the ground state, the sample is gradually
heated, which leads to a shift of the cross-section spectrum oo (w,t). We assume
the change of 01 (w, t) to be proportional to the number of molecules that have
decayed to the ground state (N))

Aoy (w,t) = 001 (w, t) — 001 (w,0) oc Nj(t). (5.4)

The pump-probe signal is related to the three populations and to C, the total
concentration of absorbing molecules,

AO&(UJ, t) = CAO'(H (w, t) + N1 (t)O'lg (W)+
[=N1(0) = N1 (t) + Ny (t) + No(8)] 001 (w, 1) (5.5)

By substituting for the populations and using eqn. 5.4 to eliminate o1 (w, t) we
obtain

Aa(w,t) = CAop (w, t) {1 _ NlT(O)e—klt} i

N1 (O) [0'12(60) — 2001(&), O)] e_klt. (56)

As the fraction of excited molecules (N7(0)/C) does in general not exceed a
few percent we will ignore the term proportional to it. In order to find the
proportionality constant between Ao (w,t) and N)(t), we use the fact that for
t — oo this expression must converge to the end-level spectrum Aaeng(w). Using
this boundary condition and substituting for Nj(t) we arrive at the following
expression for the pump-probe spectrum

Aa(w,t) = Adeng(w) {kkflkle—k*t _ kkf*kle_klt i 1} 4

Ny (O) [0'12(60) — 2001(&), O)] eiklt. (57)

As expected this model leads to a transient spectrum consisting of two con-
tributions: the pure pump-probe spectrum, o12(w) — 2001 (w, 0), which decays
mono-exponentially with the lifetime of the OD vibration, and the end level,
which grows in biexponentially.?

We have fit the experimental transient spectrum to this expression, treating
the time-constants as global parameters and allowing the cross-sections to vary
over the spectrum. The resulting fits are the solid lines that are depicted in

2In this derivation we have a used a method that differs from the one outlined in sec-
tion 1.3.1. In particular we have incorporated the heating through a time-dependent spectrum
001(w,t). In section 1.3.1 heating was described by a modified ground state. The difference
between the two approaches is that in the present approach the heating signal is due to all
molecules in the sample, whereas in the approach of section 1.3.1 it arises only due to the
HDO molecules that have actually decayed. Of course, the present approach is closer to phys-
ical reality. However, both approaches lead to the same expression for the transient signal if,
as we have done here, the term that is proportional to the excitation fraction is neglected.
In the following chapters we will follow the approach from section 1.3.1, as it is conceptually
simpler.
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FIGURE 5.5. Decomposition of the pump-probe spectrum at 3 ps into its constituent
spectral components. The dots represent the experimental pump-probe spectrum, the
solid line is a fit to the model, the dotted line represents the heating component and
the dashed line the pure pump-probe spectrum.

figure 5.2. The quality of the fits is excellent. Only at 0.3 ps a slight deviation
is observed, the experimental spectrum having too high an intensity due to
coherent coupling of the pump and probe pulses. A plot of the two spectral
components constituting the transient spectrum at 3 ps is shown in figure 5.5.
These two spectra are practically scaled copies of the experimental spectra at
0.3 and 10 ps. The lifetime of the OD vibration (71 = 1/k1) as obtained from
this fit is 1.8 ps and that of the intermediate level (7, = 1/k.) is 0.9 ps.

ANISOTROPY In order to calculate the anisotropy we have subtracted the
spectral component corresponding to the heating effect (as obtained from the
isotropic spectra) from both Acaj and Aaj. By following this procedure we
have implicitly assumed that the heating is isotropic. The anisotropy thus ob-
tained is shown in figure 5.6 for three different probe frequencies. As can be
judged from the figure, the decay of the anisotropy does not depend on the
probe wavelength. From the decay curve at the center frequency (2519 cm™1)
we obtained a reoriention time constant of 2.5 + 0.1 ps and an initial value of
the anisotropy of 0.32 £+ 0.01. In figure 5.7 the dependence of the reorientation
time on the probe wavelength is plotted, showing indeed no marked frequency
dependence. We note that the reorientation time constant of 2.5 ps is very
similar to the value observed in NMR experiments (~2 ps) [37,39].
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FIGURE 5.6. Anisotropy decay of the OD vibration of HDO in H2O for three different
probe frequencies. The solid lines represent fits to the data of the form R = Age ™/ Trot.
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FIGURE 5.7. Reorientation time of the OD vibration of HDO in H>O as a function of
probe frequency. The top panel shows the transient spectrum.
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5.4 DISCUSSION

We begin the discussion of our results by comparing them to those obtained by
Steinel et al. [96] These authors have reported a reorientation time of 1.53 £
0.05 ps for the OD vibration, which is significantly shorter than the value of
2.5+0.1 ps that we have measured. The difference in the two values is too large
to be ascribed to a statistical fluctuation. In order to understand the source of
the discrepancy we have carefully compared our measurements (figure 5.6) to
the anisotropy decay curve presented by Steinel et al. An important difference
between the two data sets concerns the noise characteristics. In figure 5.6 the
noise is seen to increase exponentially with time, which makes the determination
of the anisotropy impossible for delays larger than 10 ps. Such exponentially
increasing noise is to be expected as it can be shown that the noise in the
anisotropy is inversely proportional to the isotropic signal (which decays mono-
exponentially with a time constant of 1.8 ps). The noise observed by Steinel et
al., however, only increases up to a delay of 5 ps after which it remains more or
less constant. Consequently these authors report the anisotropy up to a delay of
100 ps. The fact that Steinel et al. do not observe an exponentially increasing
noise suggests that the isotropic signal used to construct the anisotropy did
not decay to zero. In order to investigate if this may influence the anisotropy
decay, we have added a small offset to our raw data (prior to computing the
anisotropy) and found this to lead to a strong reduction of the noise at delays
larger than 5 ps and to induce an apparent faster decay of the anisotropy. This
observation may explain the discrepancy between the two reorientation time
constants.

A second point of difference between our measurements and the abovemen-
tioned study concerns the vibrational relaxation of HDO, and in particular the
time evolution of the spectral component that is associated with the heating
signal. Steinel et al. refer to this component as the photoproduct spectrum. By
subtracting the pure pump-probe spectrum (reduced in amplitude to account
for vibrational relaxation) from the total signal, they have determined the am-
plitude and shape of the photoproduct spectrum as a function of time. Thus
they show that the shape of this spectral component evolves in time until about
5 ps. They argue that this spectral evolution is caused by the equilibration of
the hydrogen-bond network upon the release of the energy of the OD vibration
into it.

The claim of such an evolving photoproduct spectrum is not supported by
our measurements, which show that at all times the experimental spectrum can
be excellently fit to a linear combination of two spectral components, suggesting
that the decay of the intermediate level does result in a direct thermalization
of the energy. In order to explain the spectral evolution observed by Steinel
et al., we point out that the method chosen by these authors to determine
the photoproduct spectrum leads to systematic errors that are larger at short
delays than at large delays. At large delays the total signal is dominated by
the photoproduct spectrum, and therefore even large errors in the amplitude
of the subtracted pure pump-probe spectrum only lead to minor errors in the
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shape of the photoproduct spectrum. However, at short delays the pure pump-
probe signal makes up 90% of the total signal, so that even a small error in
the amplitude of this component will lead to a large error in the photoproduct
spectrum. This argument may explain the apparent time-dependence of the
photoproduct spectrum as observed by these authors.

The reorientation time constant of the OD vibration of HDO in H,O
(2.5 ps) is somewhat smaller than that of the OH vibration of HDO in D3O
(3 ps) [21,36,77]. At first sight it may seem surprising that the orientational
relaxation of the OD group proceeds faster than that of the OH group, as its
moment of inertia is almost twice as large. However, one should realize that
two regimes exist for the rotational motion of a water molecule, depending on
the timescale on which the motion is observed [55,70]. On short timescales
the water molecule is in the librational regime, in which it performs hindered
rotations. This motion is strongly affected by the moment of inertia of the
water molecule. On longer timescales, however, the rate-limiting steps are the
breaking of hydrogen-bonds and the collective reorganization of the hydrogen-
bond network. This causes the rotational motion to become independent of the
moment of inertia. The viscosity is the macroscopic parameter that reflects the
collective solvent reorganization. The reorientation of large molecules is well
described by the Debye-Stokes-Einstein relation, which relates the (first order)
rotational correlation time (71) of a molecule to the solvent viscosity (1),

7 = 4mR? /kpT, (5.8)

where R is the hydrodynamic radius of the reorienting molecule, kp is Boltz-
mann’s constant, and 7" is the absolute temperature. We cannot expect this
relation, which treats the solvent as a continuum, to quantitatively predict the
reorientation time of a water molecule. We can, however, consider the ratio of
the reorientation times of HDO in HoO and D5O that is predicted by this equa-
tion. On the basis of the viscosities of HoO and D20 (0.9 mPa s and 1.1 mPa s,
respectively), one expects a value of 0.8 for this ratio. This value is identical
to the ratio of the reorientation times, which suggests that the orientational
dynamics of the HDO molecule are determined by the collective reorganization
of the solvent.

To conclude the discussion we return to our comparison of the HDO/H20
and HDO/D>O systems and remind the reader that the orientational dynamics
of the two systems display very different frequency behaviors. As was mentioned
in the introduction and was shown in a number of experimental and theoretical
studies, the orientational relaxation of HDO in D2 O displays a marked frequency
dependence [36, 55,60, 77]. Initially the anisotropy decays faster on the blue
side of the spectrum than on the red side, but after about 1.5 ps a frequency
independent reorientation time is observed. For HDO in HyO however, we
observe the same reorientation time of 2.5 ps over the entire spectrum even
when probing at the blue edge of the OD absorption band, around 2600 cm™*.

This different behavior of the two systems cannot be explained from different
rates of spectral diffusion in HoO and D5O. In their paper Steinel et al. offer
an explanation for the frequency independence of the orientational relaxation of
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HDO in HyO [96]. They argue that reorientation is a process that requires the
reorganization of the hydrogen-bond network. As this involves a great number
of hydrogen bonds, the process does not depend explicitly on the hydrogen-
bond strength of the molecule under observation. However, the question then
still remains what the origin is of the observed frequency dependence in the
HDO/D>0 system [55]. A clue may be provided by the fact that Nienhuys et
al. pumped and probed the blue side of the spectrum [77], whereas Steinel et al.
only varied the probe frequency [96], as we have done in the present study; it
is therefore conceivable that the frequency of the pump plays an essential role.

5.5 CONCLUSION

We studied the vibrational and orientational dynamics of HDO molecules dis-
solved in HoO by probing the anisotropy of the excitation of the OD vibration.
The vibrational relaxation of the OD vibration of HDO was found to proceed in
two steps. First the OD vibration decays to an intermediate level with a time
constant of 1.8 ps, after which this level decays to the ground state with a time
constant of 0.9 ps. The decay of this level is accompanied by a thermalization
of the energy, which leads to a heating of the sample. The reorientation HDO
molecules in HoO was found to occur with a time constant of 2.5 ps and not to
depend on the frequency at which the reorientation is probed.






§) VIBRATIONAL RELAXATION AND
ORIENTATIONAL DYNAMICS OF HDO IN
HEAVY WATER

We use femtosecond mid-infrared pump-probe spectroscopy to compare the ultrafast
dynamics of HDO dissolved in D2O and H2O. For both systems the vibrational energy
relaxation proceeds through an intermediate state. The relaxation leads to heating of
the sample, which is observed in the transient spectra. In order to obtain the correct
anisotropy decay, the ingrowing heating signal is subtracted from the raw data. For
the OD vibration this procedure works well. For the OH vibration, however, we find
an additional effect that leads to a severe distortion of the anisotropy. We show that
this effect can be explained by a faster reorientation of excited molecules during their
relaxation as compared to unexcited molecules. We construct a model that includes
this effect and is able to reproduce the experimental data. Using this model we show
how the distorted anisotropy can be corrected.

6.1 INTRODUCTION

Femtosecond mid-infrared pump-probe spectroscopy is well suited for studying
the fluctuations of the hydrogen-bond network of liquid water [21,24, 36,77,
96,97]. As has been explained in the previous chapters, the method provides
information about vibrational relaxation, spectral diffusion, and, if the exper-
iment is done in a polarization-resolved way, about the rotational motion of
water molecules. Unfortunately, the orientational dynamics of water molecules
cannot be studied in the pure liquid because of the rapid Forster energy transfer
between water molecules. Consequently, the results presented in the literature
always refer to HDO molecules dissolved in either normal or heavy water. In
both cases one studies the dynamics of a hydroxyl group (either OH or OD)
that is embedded in a network of isotopically distinct hydroxyl groups.

Which of the two samples is best suited as a model for neat water (H2O)
depends on the point of view. If one argues that it is the vibration that matters,
one will choose the OH-stretch vibration of HDO in D30. Alternatively, it can
be argued that the HDO molecule only acts as a probe of the surrounding
solvent, and under this assumption studying the OD vibration of HDO in HyO
seems more appropriate. There are also intrinsic properties at play, such as
the lifetimes of the vibrations and the ratio of homogeneous to inhomogeneous
broadening of the absorption band. As far as the lifetimes are concerned, the
OD vibration is the better candidate as its lifetime is more than two times as
long as that of the OH vibration. However, if one is interested in resolving
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dynamical inhomogeneities, the OH vibration is more appropriate, as it is more
strongly inhomogeneously broadened than the OD vibration [3,98].

In this chapter we present mid-infrared pump-probe measurements on sam-
ples of HDO in both HoO and D>O. For HDO in D>O we observe that vibrational
relaxation leads to a non-isotropic orientational distribution of OH groups in
the ground state. This effect has not been described previously and complicates
the interpretation of anisotropy measurements. We construct a model and show
that the effect can be understood from a temporary increase in mobility of OH
groups directly following vibrational relaxation.

6.2 EXPERIMENTAL

The samples used for our experiments are 8% solutions of HDO in HyO and
D50O. The mid-infrared pump-probe measurements are carried out in a static
cell with an optical path length of approximately 25 pm.

6.3 RESULTS

6.3.1 VIBRATIONAL RELAXATION

Figure 6.1 displays the transient spectra of the OD and OH-stretch vibrations
of HDO at two distinct time delays: a delay immediately after excitation and a
delay at which vibrational relaxation is complete. The spectra at short delays
show a decreased absorption in the central part of the spectrum, due to bleaching
of the 0 — 1 transition, and an increased absorption on the red side of the
spectrum, caused by the absorption of the excited state, the spectrum of which is
redshifted with respect to that of the ground state. At long delays we observe the
persistent effects of heating which where extensively described in the previous
chapter. Briefly: an increased temperature induces a blueshift and a decrease
in cross section of the hydroxyl vibration, which leads to a bleaching on the
low-frequency side of the spectrum and to an increased absorption on the high-
frequency side.

In figure 6.2 we have plotted delay scans at three different frequencies in
the transient spectrum of the OH-stretch vibration. Qualitatively the observed
effects are similar to those described in the previous chapter for the OD vibra-
tion. At 3474 cm™! the signal is dominated by a decaying bleach, whereas at
3189 cm~! the signal consists of a decaying induced absorption. In between
these two frequencies (3274 cm™!) we observe a bleaching signal that shows
an initial decay, after which it rises to reach a constant end level. The in-
growing part of this signal results from the temperature increase that follows
as vibrational relaxation transfers the energy of the excited hydroxyl groups
to low-frequency thermal modes in the sample. This ingrowing signal is also
present at 3474 cm~! and 3189 cm™!, but we do not observe it as it is over-
shadowed by the bleaching and induced absorption. We see that the signal in
figure 6.2b turns over, which indicates that the temperature rise takes place
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FIGURE 6.1. a) Transient spectrum of the OD vibration of HDO in H2O (dots)
directly after excitation (0.3 ps) and after vibrational relaxation (15 ps). b) Transient
spectrum of the OH vibration of HDO in D20 (dots) directly after excitation (0.3 ps)
and after vibrational relaxation (10 ps). The solid lines are fits to the relaxation model
that is described in the text.

on a slower timescale than the relaxation of the OH vibration. Since this is
exactly the situation that applied for the OD vibration, we can use the same
relaxation mechanism (fig. 5.4) to describe the relaxation of the OH vibration.
In order to obtain the values of the two decay constants for the OH vibration,
we have fit equation 5.7 to the pump-probe data of HDO in D5 O. We have only
included delays larger than 0.4 ps in this fit, and we have used the same two
time constants for all 32 frequencies in the transient spectrum. The solid lines
in figures 6.1b and 6.2 show the resulting fit. As can be seen, the fit accurately
reproduces the data. The lifetimes obtained are 0.7 ps for the excited state
(1/k1) and 0.6 ps for the intermediate level (1/k.). If we compare these values
with the results for the OD vibration (1/k; = 1.8 ps and 1/k, = 0.9 ps), we see
that both the excited state and the intermediate state live considerably shorter
in the relaxation of the OH vibration than in that of the OD vibration. The
fact that our pump-probe data can be described by a linear combination of two
time-independent spectral shapes shows that (beyond a delay of 0.4 ps) spectral
diffusion plays an insignificant role in the measurements. This is a consequence
of the large spectral width of the pump pulse, which almost covers the entire
OH absorption band.

6.3.2 ANISOTROPIC DYNAMICS

THE EFFECT OF HEATING ON THE ANISOTROPY In the previous chapter (sec-
tion 5.3) it was explained that the raw signals Aa)| and Aca; should be corrected
for the effects of heating before using them to compute the anisotropy. If the
heating signal is very small compared to the total transient absorption, it may
suffice to subtract the constant end level from the parallel and perpendicular
signals, as has been done in previous studies [77]. If, however, the heating signal
forms a significant portion of the total signal, it becomes important to subtract
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FIGURE 6.2. Delay curves at three frequencies in the transient spectrum of the OH
vibration of HDO. The solid lines are fits to the relaxation model discussed in the
text. a) At 3474 cm ™! the signal consists of a decaying bleach. b) At 3274 cm ™! a
competition is observed between a decaying bleach and an ingrowing heating signal.
c¢) At 3189 cm ™! the signal consist of a decaying induced absorption.

the time-dependent heating signal as it is obtained from the isotropic fit. To
illustrate this let us compare the anisotropy decays of the OD vibration that are
obtained by following these two correction procedures (figure 6.3a). Obviously
the former procedure results in an apparent decay of the anisotropy that is too
fast, demonstrating the need to account for the full time-dependent heating
signal.

ANISOTROPY OF HDO IN DO AFTER RELAXATION OF THE OH VIBRATION
We apply the correction procedure described above to obtain the anisotropy
decay of the OH vibration. The result is shown in figure 6.3b. As the obtained
anisotropy diverges to infinity, it is clear that this curve cannot represent the
orientational dynamics of the OH vibration. Similar (anomalous) behavior is
observed at other frequencies, as is shown in figure 6.4d. To illustrate the origin
of these anomalies, this figure also shows the parallel and perpendicular signals
from which the anisotropy decays were derived. Note that these signals have
been corrected for the ingrowing heating signal.

Figures 6.5a and b contain the same data as figures 6.4a and b but have
the y-axis more expanded to highlight the dynamics after ~2 ps. For delays
that are larger than about 3 ps the isotropic signal shows no further time evo-
lution indicating that vibrational relaxation has been completed and that no
excited molecules remain. However, when inspecting the parallel and perpen-
dicular components, we notice a residual bleaching in the parallel signal and a
residual induced absorption in the perpendicular signal. These residual signals
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FIGURE 6.3. a) Anisotropy decay of HDO in H2O at 2510 cm ™" constructed from raw
data that was corrected for heating in two different ways. In the first method (solid
circles) the constant end level is subtracted from the raw data. The second method
(open squares) subtracts the time-dependent heating signal. The solid lines represent
mono-exponential fits to the data points. The first method leads to a reorientation
time of 1.7 ps, and the second method to a reorientation time of 2.2 ps. b) Anisotropy
decay of HDO in DO at 3410 cm~!. The raw data has been corrected for the ingrowing
heating signal, but nevertheless a flawed anisotropy is obtained.

explain the observed divergences in the anisotropy. However, we are left with
the question what the origin of these residual signals may be.

A striking aspect of the residual signals is that their sign does not depend
on whether the original signal is a bleach (figure 6.4a) or an induced absorption
(figure 6.4b). This is the case for the entire spectrum, as can be seen from
figure 6.6 that shows the difference between the parallel and the perpendicular
signals for a delay of 3 ps. A difference between the parallel and perpendicular
signals, at delays at which there are no excited molecules, implies that the re-
laxation resulted in a distribution of ground state molecules that is anisotropic:
after relaxation there are more OH groups aligned perpendicular to the pump
than there are aligned parallel to it. Below we propose a mechanism that ex-
plains the creation of such an anisotropic distribution of ground state molecules.

PHYSICAL MECHANISM It is usually assumed that vibrational excitation of
molecules does not affect their orientational dynamics. In this section we in-
vestigate the consequences of dropping this assumption. Let us first imagine
an isotropic distribution of molecules out of which a subensemble is excited us-
ing linearly polarized light. Figure 6.7a shows a polar plot of the orientational
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FIGURE 6.4. a,b) Parallel (open squares) and perpendicular signals (solid circles)
for HDO in D20 (after correction for heating) at 3410 cm™' and 3231 cm™'. The
dashed line represents the isotropic signal. The solid lines are fits to the model that
is described in the text. c¢,d) Anisotropy decays associated with the signals in a) and
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FIGURE 6.5. a,b) The same plots as those in figure 6.4a and b but with the y-axis
expanded. The open squares represent the parallel signal, the solid circles represent
the perpendicular signal, the dashed line is the isotropic signal, and the solid lines are
fits to the model that is described in the text.
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FIGURE 6.6. Difference between the parallel and perpendicular signals of the OH
vibration at a delay of 3 ps. The top panel shows the transient spectrum at a delay of
0.3 ps. Apparently the parallel signal is lower than the perpendicular signal over the
entire spectrum, even in the region of the transient spectrum that has the character
of an induced absorption.

distribution of the excited molecules, immediately upon excitation. The plot
follows a cos? 6 distribution, where 6 is the angle between the pump polarization
and the molecular dipole moment. The excitation also leads to the formation
of an ‘orientational hole’ in the distribution of ground state molecules, which is
sketched in figure 6.7b. As the delay is increased, these distributions become
more isotropic because of molecular reorientation. If the excited molecules reori-
ent faster than the ground state molecules, the subensemble of (initially) excited
molecules becomes more isotropic than the subensemble of molecules that had
remained in the ground state (figure 6.7c and 6.7d). If these two distributions
are added, we arrive at the distribution in figure 6.7e. This distribution has
more molecules aligned perpendicular to the pump than parallel to it, which
agrees with the experimental observation.

QUANTITATIVE DESCRIPTION In this section we provide a quantitative de-
scription of the mechanism that is described above. The isotropic signal (cor-
rected for the heating signal) that follows from the relaxation scheme in fig-
ure 5.4 is given by

Adiso(w,t) = Ni(t)o12(w) + [~ N1(0) — Ny () + Ng (1) + Nj(t)] 001 (w), (6.1)

where 01 (w) stands for the ground state spectrum and oq2(w) for the excited
state spectrum. The expressions for the populations of the different levels can
be found in section 5.3. In order to obtain the corresponding expressions for
the parallel and perpendicular signals we start with the expressions that apply
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FIGURE 6.7. Tlustration of the effect that leads to a bleach in the parallel signal and
an induced absorption in the perpendicular signal, at a time delay for which vibra-
tional relaxation is complete. The pump beam creates a cos26 distribution of excited
molecules (a). At the same time an anisotropic ‘hole’ is created in the distribution
of ground state molecules (b). After a few picoseconds the orientational distribution
of initially excited molecules becomes more isotropic (¢). The ‘hole’ in the distribu-
tion of ground state molecules also becomes more isotropic, however, the ground state
molecules reorient more slowly than the excited molecules (d). Adding the two contri-
butions results in a distribution with more molecules perpendicular to the pump than
parallel to it (e).

for a single level

Aay(t) = Aais(®)(1 +2R(1)), (6.2)
Aar(t) = Adaiso(t)(1— R(t)).

These expressions were obtained by inverting the defining equations for Awiso(t)
and R(t) (eqns. 1.48 and 1.64). The total signals can be written as the sum of
such contributions

AOZH(w,t) = o12(w)Ny(t [1 + 2R1(t)] (6.4)

)
(0)[1 + 2Ro(1)]

—001 (w)Nl (

—001 (w)Nl (t) [1 + 2R1 (t)]
+oo1(W)NG ()1 + 2R ()]
+oo1 (W) No()[1 + 2Rg (1)),
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Aay (w,t) = o12(w)N1(H)[1 — Ri(1)] (6.5)

—001(w)N1(0)[1 — Ro(?)]

—oo1(w)N1(H)[1 — R (2)]

+001(w)Ng (1)[1 — R ()]
+001 (W) No(t)[1 — Ry (t)].

In these expressions Ry, Ry, R, R{, are the anisotropies of the levels.

At this point it is important to distinguish between the correlation function
C(t) of a level and the anisotropy R(t) of the same level. C;(t) represents the
correlation function that describes the orientational dynamics of a vibration
(through Eq. 5.1) while it is in level i. R;(t), on the other hand, describes
the dynamics of the anisotropy while taking into account the entire relaxation
history before the system reached level i . An additional, minor point of differ-
ence is that the anisotropy R;(t) is normalized to 2/5 whereas the correlation
function C;(t) is normalized to 1.

To illustrate the above, we consider a vibration that relaxes from level a
to b, as is shown in figure 6.8a. For level a the anisotropy is proportional to
the correlation function of the level. In order to calculate the anisotropy of
level b however, one has to integrate over all possible relaxation histories of the
molecule, as is illustrated in figure 6.8b. This gives us the following expressions

\/vvv

Ra(t) — %Ca(t), (6.6)
2 [t , , /
Ro(t) = 5/0 Ca(t)Co(t — ) P(ag -y, byr0)dl', (6.7)

where P(ag_,by—¢)dt" is the probability that the molecule is in level a from
t=0tot =1t and in level b from ¢t = ' to t = ¢t. By performing succes-
sive integrations, the same method can be applied to more complex relaxation
mechanisms. The required probability densities can usually be obtained in a
straightforward manner from the relaxation mechanism. For example, in the
above case the probability density is given by

1 dN,(t)

Plao—, bv—t) = = 3o =

(6.8)

Using this method the anisotropies appearing in Eqgs. 6.4 and 6.5 can be
expressed in terms of the correlation functions of the individual levels, which
are assumed to be of mono-exponential form,

Co(t) = Ao@il{ot, (69)
Ci(t) = Aje ™t (6.10)
Ci(t) = Ajerot, (6.11)
Cht) = Abe "o, (6.12)

In these expressions ko, k1, f¢ and k(, are the orientational correlation times of
the states observed in the vibrational relaxation of the OH vibration. Ay, A1, Aj
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FIGURE 6.8. a) Relaxation scheme of a system that relaxes from level a to b. b)
Integration scheme used to calculate the anisotropy of level b. Until ¢ = s; the
molecule is in level a and its correlation function decreases by a factor Cy(s1). From
t = s1 to t the molecule resides in level b and as a consequence its correlation function
further decreases by a factor Cy(t — s1). In order to find the anisotropy of level b one
must integrate over all possible times s1 at which the molecule decays from level a to
b.

and A{, are the amplitudes of the correlation functions. There are two options
for incorporating the increased mobility of excited molecules into the model.
First, one can assume that the higher mobility is the consequence of a higher
reorientation rate of one of the states from figure 5.4. This amounts to choosing
one of the rate constants k1, K, K to be larger than xo. Alternatively, one
may assume that when the OH vibration relaxes from one state in figure 5.4
to another, it passes through additional levels that have a very high mobility
in combination with a short lifetime. As a consequence, these levels are not
observed in the vibrational relaxation but do affect the orientational dynamics.
This possibility is included by allowing Af or Af to differ from 1. Finally we
note that the initial value of the anisotropy can be tuned by allowing Ay and
A7 to differ from 1.

Appendix 6.6.1 lists the expressions for the anisotropies, together with their
derivation. By inserting these expressions into Egs. 6.4 and 6.5 we obtain closed
expressions for the parallel and perpendicular signals which can be compared
to our experimental data.

COMPARISON WITH THE EXPERIMENTAL DATA Because of the large number of
free parameters, one will not be able to unambiguously determine all parameters
from fitting the model to the experimental data. Therefore, we will rather make
it our aim to investigate what aspects of the model are essential for providing
a good description of the measurements. We achieve this by constraining the
majority of the parameters in the following way. We assume that the difference
in reorientation rate between excited and ground molecules comes fully from
an increase in mobility upon relaxing from the intermediate level to the ground
state. Under this assumption the time constants ko, k1, ¢ and kj should be
equal to each other. Subsequently, we choose A, as a fitting parameter and
fix Aj = 1. In order to allow for an initial anisotropy that deviates from 0.4,
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we include Ag and A; as fitting parameters but constrain them to be equal to
each other. Finally we use the values for k1 and k, that were obtained from the
isotropic data. This leaves us with three independent fitting parameters.

We have used this procedure to simultaneously fit the parallel and perpendic-
ular pump-probe signals at all frequencies in the transient spectrum. In order to
avoid complications arising from the coherent coupling of the pump and probe
pulses we have fit the data starting at a delay of 0.5 ps. The solid curves in
figures 6.4 and 6.5 represent the resulting fit at two frequencies in the transient
spectrum. These curves can be seen to describe the data very well. The fit
leads to a reorientation time constant of 3 ps (1/ko = 1/k1 = 1/k§ = 1/kK(), an
initial value of the anisotropy of 0.35 (= 2/54¢ = 2/54;), and a value for A
of 0.86.

We have also performed a fit based on the assumption that the faster re-
orientation of excited molecules is the consequence of an intrinsically higher
reorientation rate of the intermediate level. For this purpose x§ was allowed to
vary independently of the other three time constants, which were forced to be
equal to each other. The following constraints were used for the amplitudes:

& =Ap =1and Ay = A;. This procedure is characterized by three indepen-
dent parameters and leads to an equally good description of the data as the pre-
vious procedure. The following parameters are obtained: 1/ko = 1/k1 = 1/K}
=3.2ps, 1/k§ = 1.7 ps and 2/540 = 2/5A4; = 0.35.

From the above it is clear that the divergence in the anisotropy can be
explained quantitatively by assuming that excited molecules reorient slightly
faster at some stage during the relaxation than ground state molecules. The
fact that both fits lead to a good agreement indicates that the description is
not very sensitive to the exact mechanism that leads to this effect.

We can now attempt to correct the anisotropy decay for this effect. In this
attempt we will use the former of the two fits, i.e. the case in which R (¢)
differs from Ro(t). This description results in the correction terms K| (w,t) and
K (w,t) that are to be added to Acay(w,t) and Aa (w,t), respectively, and
that are given by

K)|(t) = 2N (t)oo1 (w) [Ro(t)
K (t) = =Ng(t)oo (w) [Ro(t)

— Ry(t)], (6.13)
- Ry(1)] . (6.14)
Calculating the anisotropy based on the signals corrected in this way, we obtain
the curve in figure 6.9. Fitting this curve to an exponential decay, we obtain a
time constant of 2.4 ps, which is slightly shorter than the time constant of 3 ps
obtained from the fit of the raw data.

We remark that the uncertainty in the extracted time constant is larger than
one would expect on the basis of the spread in the data points from figure 6.9
alone. This is because the correction procedure itself introduces a substantial
uncertainty as it relies on subtracting relatively large correction terms from the
raw data. We estimate the overall uncertainty in the extracted time constant
to be approximately 20%.
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FIGURE 6.9. Anisotropy decay of HDO in D2O at the maximum of the bleach (v =
3410 cm™'). The correction procedure described in the text has been employed (dots).
For comparison the uncorrected anisotropy is also shown (open squares). The solid
line is a mono-exponential fit.

6.4 DISCUSSION

We have used two different approaches to incorporate the higher mobility of
excited HDO molecules compared to ground state molecules into the relaxation
model. There is a subtle difference in the physical mechanisms that underly
these approaches. The first approach attributes the higher reorientation rate of
excited molecules to an increased mobility upon relaxation from the intermedi-
ate level to the ground state. In this scenario, it seems likely that the relaxation
of the intermediate level leads to the transient excitation of low-frequency, inter-
molecular vibrations [61,82], as it can be expected that such excitation increases
the orientational mobility of the OH group. This implies that the intermediate
level in the relaxation is a combination of intramolecular vibrations, the decay
of which leads to the transient excitation of intermolecular vibrations, such as
hydrogen-bond vibrations, D2O librations and the HDO librations. In this sce-
nario a likely candidate for the intermediate level is the overtone of the HDO
bending vibration [22,61,68,84]. The second approach relates the higher mobil-
ity of excited molecules to a high intrinsic reorientation rate of the intermediate
level. In this case the low-frequency modes mentioned above should themselves
be viewed as the intermediate level. Whichever of these two mechanisms is the
correct one, it is likely that the transient excitation of intermolecular vibrations
plays a central role in explaining the increased mobility of excited molecules
during their relaxation.

The effect described here can also be viewed as a local heating effect. In
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this perspective vibrational relaxation leads to a brief but intense temperature
jump in the immediate surroundings of the relaxed molecule, which in turn
leads to an increase in its mobility. Adopting this viewpoint it is reasonable
to assume that the effect is not restricted to hydrogen-bonded systems but
occurs quite generally in systems undergoing vibrational relaxation. A necessary
condition, however, is that the system is dilute because the magnitude of the
effect decreases if the orientational dynamics of unexcited molecules are also
affected by the relaxation.

We note that the faster reorientation of excited molecules compared to un-
excited molecules, does not imply that HDO molecules reorient faster while they
are in the v = 1 state. In a previous study the central region of the induced
absorption was directly probed, and a slightly longer reorientation rate was ob-
served for the 1 — 2 transition than for the 0 — 1 transition [77]. Our present
results show that the lower orientational mobility of the v = 1 state is more
than compensated by the increase in mobility that occurs after the molecule
relaxes from the v = 1 state.

The higher mobility of excited HDO molecules relative to unexcited
molecules has not been reported in previous studies of the orientational
dynamics of HDO in D0 [36,70,77]. One may suspect that in these stud-
ies the increase in the anisotropy was obscured by noise, since the noise in
the anisotropy grows exponentially with delay time. Also, the concentration
of HDO employed in these studies was lower (~0.5 %) than in the present
study (~8%). This suggests that the HDO concentration may be a relevant
parameter, and this would indicate that the effect described in this chapter is
not a single-molecule effect. The increased mobility of HDO molecules upon
relaxation may depend on the nearby presence of other excited HDO molecules.
Further experiments at different concentrations and excitation levels are needed
to settle this issue.

The divergence in the anisotropy that is observed for the OH-stretch vibra-
tion of HDO in D50 is not observed for the OD-stretch vibration of HDO in
H>0O. For the OH vibration the effect is so dramatic because of the short lifetime
of the vibration compared to its reorientation time. As such, the mobility dif-
ference dominates the pump-probe signal at long delays. For the OD vibration
this situation does not occur because the lifetime of the vibration (1.8 ps) is
only slightly shorter than the reorientation time (2.5 ps). A second factor that
diminishes the visibility of the effect for the OD vibration is that the amount of
energy released upon relaxation is 30% less for this vibration than for the OH
vibration due to its lower frequency. Finally, the OD vibration could possibly
relax via a different mechanism than the OH vibration, and this mechanism
may lead to a lower degree of excitation of the hydrogen-bond vibrations. As
a consequence, the mobility of an HDO molecule may be less affected by the
relaxation of the OD vibration than by the relaxation of the OH vibration.

We conclude the discussion of our results by pointing out a final consequence
of the increased mobility of excited HDO molecules. The vibrational relaxation
of the OH vibration of HDO in DO leads to a distribution of ground state
molecules that has more OH groups aligned perpendicular to the pump than
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parallel to it. In a system that is as highly coordinated as liquid water, such an
anisotropic distribution can only exist if it is counterbalanced by an opposite
anisotropy in the orientational distribution of the OD groups. The corollary
of this statement is that vibrational relaxation results in an anisotropic isotope
distribution: the H/D ratio of the hydroxyl groups pointing perpendicular to
the pump polarization has increased at the expense of the H/D ratio of the
hydroxyl groups pointing parallel to the pump polarization.

6.5 CONCLUSION

We studied the vibrational relaxation and orientational dynamics of HDO dis-
solved in DoO and HO. The relaxation of both systems was modeled using
a relaxation model with an intermediate level. After subtracting the heating
signal that was obtained from the model, we could compute the anisotropy of
the OD vibration. In the case of the OH vibration, however, this yielded a
diverging anisotropy. We have shown that this anomalous behavior is caused
by a faster reorientation of excited molecules during their relaxation. The in-
crease in reorientation rate is likely to result from the transient excitation of
hydrogen-bond stretching and bending vibrations. A consequence of the higher
mobility of excited molecules is that vibrational relaxation ultimately leads to
the creation of an anisotropic orientational distribution of the OH groups in the
ground state. Because the orientational distribution of all hydroxyl groups (OH
and OD) remains isotropic, this amounts to the creation of an anisotropy in the
isotope distribution of the hydroxyl groups.

The increase in the reorientation rate of excited molecules during their re-
laxation can be expected to occur quite generally in pump-probe experiments.
However the effect is only actually observed whenever the following three con-
ditions are met: the bleaching of the fundamental transition is measured, the
lifetime of the observed vibration is significantly shorter than its reorientation
time, and the sample studied is not (isotopically) pure.

6.6 APPENDIX

6.6.1 EQUATIONS FOR THE ORIENTATIONAL DYNAMICS

In this appendix we derive the expressions for the anisotropies that appear in
Eqgs. 6.4 and 6.5. The anisotropies Ro(t) and Rj(t) are proportional to the
correlation functions

Ro(t) = 2/5Co(t), (6.15)
Ri(t) = 2/5C(1). (6.16)

The anisotropies of the intermediate levels can be obtained by integrating over
all possible relaxation histories, similar to the example of the two-level system
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discussed in section 6.3.2,
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In these equations k1, k., Ny, Ng and N} refer to the relaxation mechanism
depicted in figure 5.4. F(so — s1) in Eq. 6.17 represents the probability that
a molecule that has decayed to the intermediate level at time s is still in this
level at time so. This probability is given by e~ *+(52=51) By carrying out the
integrations and replacing the dummy variable sy by ¢t we obtain the following
expressions
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7 THE EFFECT OF UREA ON THE
STRUCTURAL DYNAMICS OF WATER

We use polarization-resolved mid-infrared pump-probe spectroscopy to study the effect
of urea on the structure and dynamics of water. Surprisingly, we find that even at
high concentrations of urea (8 M) the orientational dynamics of most water molecules
are the same as in pure liquid water, showing that urea has a negligible effect on the
hydrogen-bond dynamics of these molecules. However, a small fraction of the water
molecules (approximately one water hydroxyl group per urea molecule) turn out to
be strongly immobilized by urea, displaying orientational dynamics that are over 6
times slower than in bulk water. A likely explanation is that these water molecules
are tightly associated with urea, forming specific urea-water complexes. We provide
a discussion of these results in the light of the protein denaturing ability of aqueous
urea.

7.1 INTRODUCTION

Solutions of urea in water display a number of interesting properties: hydro-
carbons dissolve more readily in them than in pure water, and concentrated
solutions can be used to denature proteins in a reversible way. The wish to
understand these properties has triggered a great deal of research regarding the
structure of aqueous solutions of urea [4,8,9,28,44,45,47,50,51,92,93,107,109].
An important question that is encountered throughout the literature is to what
extent the hydrogen-bond network of water is perturbed by the incorporation
of a urea molecule, as one of the models explaining protein denaturation by
urea is built on the assumption that urea strongly alters the hydrogen-bond
structure of water [32]. The urea-water system has been studied using a va-
riety of experimental and theoretical techniques, all of which shed light on
a different aspect of the system. Linear infrared and Raman spectroscopies
can provide structural information about the hydrogen-bond network, but they
depend on simulations to unravel the effect of intermolecular interactions on
spectral band shapes [89]. Neutron diffraction experiments produce atom-atom
radial distribution functions, and, as such, form more direct methods to obtain
structural information [93]. A different class of experimental techniques probes
the hydrogen-bond network by observing the dynamics of water molecules. A
stiffening of the network is revealed by the slowing down of the water dynam-
ics, whereas faster dynamics are indicative of the weakening of the network.
Among these methods are dielectric relaxation [50], nuclear magnetic resonance
(NMR) [92], and optical Kerr effect (OKE) spectroscopy [45]. Dielectric relax-
ation and OKE provide dynamical information down to the picosecond timescale
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but probe the response of the solution as a whole, making it difficult to separate
the water response from the urea response. NMR experiments selectively probe
the dynamics of water, but determine a time-averaged response, so that water
molecules in the urea solvation shell cannot be distinguished from molecules
in the bulk. As a result, it is not yet clear to what extent the hydrogen-bond
structure of water is changed by the addition of urea.

Here we report on the use of mid-infrared pump-probe spectroscopy [70, 85,
96] to study the effect of urea on the hydrogen-bond network of water. This
technique selectively probes the dynamics of water molecules on a picosecond
timescale. On this timescale there is no exchange between water molecules
inside the urea solvation shell and the bulk, and the method therefore has the
potential to distinguish between these two water species.

7.2 EXPERIMENTAL

We used the orientational mobility of HDO molecules dissolved in HoO (8%) to
probe the local rigidity of the hydrogen-bond network of urea-water mixtures of
different proportions. The orientational mobility of HDO was measured through
polarization resolved pump-probe spectroscopy of the OD-stretching vibration.
The samples used for our experiments are 8% solutions of HDO in H2O to which
up to 8 M of urea has been added. The mid-infrared pump-probe measurements
are carried out in a static cell with an optical path length of approximately
25 pum.

The ND-stretching vibration of urea (ND is formed from NH by isotopic
exchange with isotopically labeled water) absorbs in the same wavelength region
as the OD-stretch vibration. Its contribution to the pump-probe signal at delays
larger than 1 ps, however, is negligible because of a number of factors: the ND-
vibration is present at a lower concentration than the OD vibration, its cross-
section (which enters quadratically in the pump-probe signal) is approximately
twice as small, and, most importantly, its lifetime is much shorter than that of
the OD-vibration (~0.7 ps vs 1.8 ps).

7.3 RESULTS

Figure 1 shows transient spectra of the OD-stretching vibration of HDO in a
4 m solution of urea. The transient spectra are plotted for a pump-probe delay
of 0.6 ps and 20 ps. At 0.6 ps the bleaching of the fundamental transition is ob-
served around 2500 cm~!. For frequencies below 2410 cm™? there is an induced
absorption due to the absorption of the excited state. At 20 ps vibrational re-
laxation is complete, and we observe the effects of heating. In order to correct
for these effects we follow the approach that was outlined in chapter 5. We
have fit the two-step relaxation model from chapter 5 to the data in figure 7.1
(solid lines); this yields a lifetime of the OD vibration of 1.8 + 0.1 ps and of
the intermediate state of 1.0 & 0.1 ps. In figure 7.2a we present the absorption
change as a function of delay for a probe frequency of 2500 cm~!. The fit allows
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FIGURE 7.1. Transient spectra of HDO in a 4 m solution of urea in water. The spectra
are plotted for a pump-probe delay of 0.6 ps and of 20 ps. The solid lines represent
fits to the two-step relaxation model described in the text. The top panel shows the
linear infrared spectrum.

us to separate the two contributions to the signal: the decaying bleach of the
OD-vibration (dotted line) and the ingrowing heating signal (dashed line). We
used the same model to analyze the transient spectra of the other urea solu-
tions. Figure 7.2b shows that the two time constants do not vary with the urea
concentration, indicating that urea has a negligible effect on the vibrational
relaxation of water.

The parallel and perpendicular pump-probe signals were corrected for the in-
growing heating, and the corrected signals were used to compute the anisotropy.
Figures 7.3a and b show the resulting anisotropies at the maximum of the bleach
for two urea concentrations. No significant dependence of the anisotropy on the
probe wavelength was observed. The two curves can be well described by mono-
exponential decays with a non-zero end level. This points to the presence of a
fast and a slow process in the reorientation of the water molecules. The decay
time constant of the fast process is plotted as a function of urea concentration
in figure 7.4a. This time constant does not vary significantly with concentration
and has a value of roughly 2.5 ps. The slow component has a time constant
that is larger than 15 ps. Information about the origin of these two components
can be obtained from the concentration dependence of their amplitudes. In
order to extract the amplitudes of the two components we have simultaneously
fit all anisotropy curves to biexponentials. These biexponentials had the same
two decay time constants for all anisotropy curves, and only the relative am-
plitudes of the components were allowed to vary. This yielded the fits that are
shown as solid lines in figures 7.3a and b. The two time constants had values
of 2.5 £ 0.1 ps and >15 ps. In figure 7.4b the relative amplitudes of the two
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FIGURE 7.2. a) Delay scan at 2500 cm™' of the transient spectrum of HDO in a
4 m solution of urea in water. The solid line is the fit to the relaxation model from
chapter 5. The fit consists of two contributions: the bleaching of the OD vibration
(dotted line) and the ingrowing heating signal (dashed line). b) Lifetimes the OD
vibration (circles) and of the intermediate state (squares) as a function of the urea
concentration.
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FIGURE 7.3. Anisotropy decay at the maximum of the bleach (2500 cm™') for a 4 m
solution of urea in water (a) and for a 12 m solution.

components are shown. The fraction of the slow component increases linearly
with urea concentration.

These results indicate that water in a urea-water mixture forms a two-
component system. The majority of the water molecules reorient with a time
constant of 2.5 ps, which is identical to the value that was determined for bulk
water (chapter 5). Apparently these water molecules show bulk-like dynam-
ics and are not affected by the urea molecules. A small fraction of the water
molecules, however, display remarkably slower orientational dynamics and are
strongly immobilized by the addition of urea. This fraction grows linearly with
the urea concentration.
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FIGURE 7.4. a) Reorientation time (fast component) as a function of urea concentra-
tion. b) Amplitudes of the slow component (circles) and the fast component (triangles)
in the reorientation of HDO as a function of urea concentration. The solid lines are
linear fits.

7.4 DISCUSSION

Previous work on the urea-water system has produced results that remain in-
conclusive as to the exact effect of urea on the orientational dynamics of water.
Dielectric relaxation on 1 and 2 M solutions of urea has indicated a slight slowing
down of the water dynamics [50]. However, the origin of the effect has remained
unclear as the data could be reproduced by both a model that assumes a spread
in the reorientation times of water and one that assumes a bimodal distribu-
tion, corresponding to bulk and solvation shell water molecules. Two molecular
dynamics studies have reported reorientation times for the urea-water system.
Idrissi et al. have simulated the dynamics of water at high urea mole fractions
(~11 M), and they report a slowing down of the reorientation of water by an
order of magnitude [46]. Astrand et al., on the other hand, have simulated
2-M solutions, and they have found a slight decrease in the reorientation rate
of only the solvation shell water molecules [4]. Finally NMR experiments re-
veal no significant effect of urea on the orientational dynamics of water up to
concentrations of 10 M [92].

Here we have used HDO as a fast and local probe of the water dynamics, and
we find unambiguous proof for the existence of two types of water molecules:
bulk-like water molecules and strongly immobilized water molecules. The fact
that the majority of the water molecules are unaffected by the presence of
urea, even at a concentration of 12 m (~8 M), is surprising. At such a high
concentration all water molecules are essentially part of the solvation shell of
a urea molecule, which consists of 5 to 7 water molecules, as is known from
molecular dynamics simulations [51]. Given the fact that this number is higher
than the average number of water molecules available per urea molecule (4-5),
some water molecules may even be part of two solvation shells. The structure
of the hydrogen-bond network of a 12 m solution will roughly consist of wa-
ter molecules that are hydrogen-bonded to one urea molecule and three water
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FIGURE 7.5. Possible solvation structure of the urea molecule that could explain the
experimental results. One of the water molecules in the solvation shell shares two
hydrogen bonds with urea.

molecules. A priori one would expect this to result in a severe distortion of the
tetrahedral structure of bulk water. The reorientation time of 2.5 ps, however,
indicates that the water structure around urea is, in essence, undistorted. A
possible explanation for this can be found in the way urea fits in the hydrogen-
bond network of liquid water [93]. Urea has the right size to substitute for a
water dimer in the hydrogen-bond network. Apparently, urea can reform the
six hydrogen bonds that existed between the water dimer and the neighboring
water molecules, so that no significant network rearrangements are needed to
solvate urea.

Our pump-probe measurements provide strong evidence that a small frac-
tion of the water molecules are strongly immobilized by urea. From the mole
fractions of urea and water we estimate that about one water hydroxyl group per
urea molecule is immobilized (701 > 15 ps). It is likely that these molecules are
strongly associated with urea and form specific urea-water complexes. Quantum
chemical calculations demonstrate that a water molecule has exactly the right
size to engage in two simultaneous hydrogen bonds with urea: one hydrogen
bond is donated to the carbonyl oxygen of urea and another hydrogen bond
is accepted from the cis-hydrogen [63]. Such a doubly hydrogen-bonded water
molecule is expected to reside in the hydration shell of urea for a relatively long
time, and is thus likely to cause the slow component observed in the anisotropy.
As an illustration figure 7.5 shows a possible solvation structure of urea, which
would explain the experimental results.

Finally, we would like to discuss the possible role of urea in protein de-
naturation. The explanations for protein denaturation that are found in the
literature follow two distinct viewpoints, which can be traced back to two mod-
els from the 1960s. The first viewpoint assumes that urea acts on a protein
indirectly, by modifying the hydrogen-bond structure of water and thus per-



7.5 EFFECT OF UREA ON WATER 105

turbing water-mediated hydrophobic interactions [32]. The second viewpoint is
based on a direct mechanism in which urea cooperates with water in the sol-
vation of amino-acid residues [52,89,90,100]. In this picture urea can either
solvate the hydrophobic amino-acid residues or bind to the protein backbone.
As our experiments show that urea has a negligible effect on the hydrogen-bond
structure of water, we can rule out the first (i.e. the indirect) mechanism as
an explanation for protein denaturation by aqueous urea, and we are left with
the hypothesis that urea is effective in solvating the amino-acid residues of a
protein.

7.5 (CONCLUSIONS

We have presented measurements of the orientational dynamics of water
molecules in mixtures of water and urea. We observed that even high concen-
trations of urea do not alter the reorientation time of the majority of the water
molecules. From this we conclude that urea does not change the strength of the
hydrogen-bond interactions between water molecules. A small fraction of the
water molecules is, however, strongly immobilized by urea. A likely explanation
is that these water molecules are engaged in specific urea-water complexes, in
which two hydrogen bonds are shared by water and urea.






8 OBSERVATION OF IMMOBILIZED WATER
MOLECULES AROUND HYDROPHOBIC
GROUPS

We have used femtosecond mid-infrared spectroscopy to study the orientational mo-
bility of water molecules in the hydration shells of hydrophobic groups. Our results
show that hydrophobic groups are surrounded by a number of water molecules that
display much slower orientational dynamics than the bulk liquid and that are therefore
effectively immobilized. It turns out that each methyl group is surrounded by four
immobilized water OH groups.

8.1 INTRODUCTION

Hydrophobic interactions play an important role in many biochemical pro-
cesses [18,42,62,75,79,95,111]. The folding of globular proteins, the self-
assembly of lipid membranes and the binding of drugs to proteins are exam-
ples of processes driven by these interactions. In essence one can describe the
hydrophobic effect as the tendency of apolar groups to associate in aqueous
solution, thereby minimizing the total hydrophobic surface that is exposed to
water.

The hydrophobic effect is intricately linked to the particular manner in which
apolar compounds are solvated by water. It is well known that the dissolution
of these compounds in water is accompanied by an anomalously large increase
in the heat capacity of the solution. In the 1940s Frank and Evans introduced a
model to account for this observation: they proposed that the water molecules
around hydrophobic groups form rigid, ice-like structures, which they coined
icebergs [31]. According to this model the freeing of entropy associated with
the transfer of water molecules from the solvation shell to the bulk forms the
origin of the hydrophobic effect.

The iceberg model of hydrophobic hydration is founded on thermodynamic
measurements, and, as such, the evidence for the molecular picture that it
presents remains indirect. During the past decades many researchers have at-
tempted to confirm the iceberg model using more direct, structural methods.
Among these techniques are neutron diffraction, dielectric relaxation and nu-
clear magnetic resonance (NMR). Neutron diffraction experiments can provide
direct structural information about a solution by measuring the water-water
radial distribution function (RDF). In the presence of hydrophobic solutes
this RDF shows little change, from which it is concluded that the structure
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of the water around hydrophobic groups is identical to that of the bulk lig-
uid [15,105]. NMR and dielectric relaxation, however, come to another con-
clusion [40,48,50,92,108]. These methods take a different approach at probing
the water structure: the orientational dynamics of water molecules are used
as an indicator of the rigidity of the hydrogen-bond network. Both methods
show that the average mobility of water molecules in solutions containing hy-
drophobic solutes is decreased. However, as these methods measure a response
that is averaged over all water molecules, the techniques cannot distinguish be-
tween water molecules in the bulk liquid and in the apolar solvation shell. As
a consequence no information exists on the difference in behavior of the water
molecules: is there an iceberg consisting of a single, well-defined layer of water
molecules, or are many molecules slightly affected in their dynamical behavior?
Summarizing, the experiments do not provide a consistent picture of the effect
of hydrophobic groups on the structural dynamics of water.

Here we report on the use of polarization-resolved mid-infrared pump-probe
spectroscopy to study the rotational motion of water molecules in the solvation
shells of apolar molecules. An essential advantage of this method is that it
probes the dynamics of water molecules on a sub-picosecond time scale, which
is shorter than the exchange time of water molecules in the bulk liquid and the
solvation shell. As a result the method allows the separation of the response of
the aqueous solvation shell from that of the bulk.

8.2 EXPERIMENTAL

We studied the mobility of HDO molecules in aqueous solutions of amphiphilic
compounds; the HDO concentration used was 8%. We performed our exper-
iments using four compounds that contain a varying number of hydrophobic
groups (figure 8.1): tetramethylurea (TMU), trimethylamine-N-oxide (TMAO),
the amino acid proline and N-methylacetamide (NMA). These solutes all have
an extremely high solubility in water (>10 m) despite their considerable hy-
drophobic character.

8.3 RESULTS

Figure 8.2a shows a delay scan at the center of the OD absorption band (2500
em~1) for a 4-m solution of TMAO. At this frequency we observe the bleaching
of the fundamental transition of the OD-stretching vibration. The signal decays
with a time constant of ~ 2 ps, which is typical for the vibrational energy
relaxation of HDO in HoO [85,96]. At other solute concentrations a similar
decay time is observed, which shows that the relaxation of the OD vibration is
not affected by the solute. The offset in the signal is the effect of sample heating
as was discussed in the previous chapters.

The raw data have been corrected for the effects of heating using the method
that was outlined in chapter 5 and employed in the study of urea solutions (chap-
ter 7). A small refinement was made to the method; a detailed description of
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FIGURE 8.1. Molecular structure of the solutes used in the experiment. a)
Tetramethylurea (TMU), b) Trimethylamine-N-oxide (TMAO), ¢) Proline and d) N-
methylacetamide (NMA).

this refinement is provided in the next chapter. The solid line in figure 8.2 rep-
resents the fit to the relaxation model that is used for the correction procedure.
From the fit we extract both the heating contribution to the signal (dashed line)
and the bleaching of the excitation (dotted line). The latter contribution allows
us to calculate the anisotropy of the excitation.

We have used the corrected signals to calculate the anisotropy. In figure 8.2b
anisotropy decays are shown for TMAQ solutions at four different concentra-
tions. In all cases we observe a biexponential decay composed of a fast compo-
nent (7,0¢) with a time constant < 2.5 ps and a slow component with a time
constant >10 ps. The fast component of ~2.5 ps has also been observed in the
reorientation of pure water, indicating that this component is to be associated
with the reorientation of the bulk water molecules in the solution [85]. To deter-
mine the origin of the slow component we have varied the TMAO concentration.
For each concentration we have fit the anisotropy to a mono-exponential decay
with an offset (R(t) = Ae~*/Trot + B);: the offset represents the slow compo-
nent, the time constant of which falls outside our experimentally accessible
time range. In figure 8.3a the amplitude of the slow component is plotted as a
function of the solute concentration. The amplitude is directly proportional to
the fraction of immobilized OH groups, the maximum value of 0.4 representing
100% immobilization. We observe a linear dependency that flattens at very
high concentrations. The linear relation indicates that the slow component is
associated with the water molecules that are part of the solvation shell of the
TMAO molecule. The long time constant (70t > 10 ps) shows that these wa-
ter molecules are strongly immobilized by TMAOQO. From the slope of the linear
part of figure 8.3a we can calculate that the solvation shell of a TMAO molecule
contains approximately 12 strongly immobilized OH groups.

As the TMAO molecule is amphiphilic we are faced with the question as to
which part of the molecule is the cause of the immobilized water molecules: the
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FIGURE 8.2. Time-resolved data for a 4-m solution of TMAO in isotopically diluted
water. a) Delay scan taken at the center of the OD absorption band (2500 cm ™).
The solid, dashed and dotted lines represent the fit to the relaxation model, the heat-
ing contribution, and the true pump-probe contribution, respectively. b) Anisotropy
decays of the OD vibration of HDO in H2O at different TMAO concentrations. The
solid lines represent fits to mono-exponential decays with an offset.
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FIGURE 8.3. Long-time anisotropy of the OD vibration of HDO as a function of the
concentration of the four different solutes: a) TMAO, b) TMU, ¢) Proline, and d)
NMA. The uncertainty in the data points is 0.02.
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FIGURE 8.4. Number of immobilized water OH groups as a function of the equivalent
number of CHj groups in the solute molecule.

hydrophilic NO group or the hydrophobic methyl groups? To investigate this
issue we have varied the nature of the solute and repeated our measurements.
We observe a similar pattern for each of the remaining solutes in figure 8.1. The
anisotropy decays biexponentially with a fast component (~2.5 ps) and a slow
component (>10 ps). At low concentrations the amplitude of the slow com-
ponent scales linearly with the solute concentration (figures 8.3b-d). For each
of the solutes in figure 8.1 we have determined the number of OH groups im-
mobilized per solute molecule. We have summarized these results in figure 8.4,
where the number of immobilized water molecules is plotted versus the equiva-
lent number of CH3 groups in the solute molecule. The observed linear relation
unambiguously shows that the immobilized water molecules are part of the hy-
dration shell around the hydrophobic methyl groups of the solutes. Apparently
the hydrophilic groups of the solutes do not lead to the immobilization of water
molecules. The slope of the graph in figure 8.4 has a value of 3.9, indicating
that every methyl group is responsible for the immobilization of approximately 4
water OH groups. At high solute concentrations the curves in figure 8.3 flatten,
which shows that for these concentrations fewer than 4 OH groups are immo-
bilized per methyl group. This is explained by the fact that in these solutions
part of the immobilized OH groups are shared by different solute molecules.

We now consider the physical mechanism that underlies the immobilization
of water molecules in the vicinity of hydrophobic groups. One could presume
that these immobilized molecules are connected by very strong hydrogen bonds,
resembling the hydrogen bonds encountered in ice. However, as appealing as
this notion may be, it cannot be correct. The fact that the addition of the
hydrophobic solutes does not shift the OD-stretch vibration to the red indi-
cates that the hydrogen bonds in the investigated solutions are of a strength
comparable to those in pure water.

A number of molecular dynamics studies on liquid water have appeared in
the past years. Sciortino et al. have shown that the relatively high orientational
mobility of pure water is related to the presence of defects (i.e. five-coordinated
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water molecules) in the tetrahedral hydrogen-bond network of liquid water [88].
They have suggested that the slowing down of water dynamics around hydropho-
bic groups is the consequence of a steric effect, which prevents the creation of
five-coordinated water molecules around these groups. Recently, Laage and
Hynes proposed a detailed mechanism for water reorientation involving five-
coordinated water molecules [56]. In this mechanism the pathway for reorien-
tation involves a rotating water molecule that concertedly breaks a hydrogen
bond with an overcoordinated first-shell neighbor and reforms one with an un-
dercoordinated second-shell neighbor. In another molecular dynamics study by
Sharp et al. the effect of hydrophobic solutes on the structure of water was
investigated [35]. These researchers observed that hydrophobic solutes tend
to preferentially displace water molecules that overcoordinate a second water
molecule, providing a rationale for why hydrophobic solutes lower the amount
of network defects. These studies together with our results form compelling
evidence for the notion that the immobilization of water molecules around a
hydrophobic solute arises from a steric effect, in which the hydrophobic group
prevents a fifth water molecule from approaching a tetrahedrally coordinated
water molecule, and as such prevents the molecule to reorient.

The slowing down of the orientational dynamics of water in aqueous solu-
tions of hydrophobic species was also observed in an NMR study, in which the
reorientation of water was compared in aqueous solutions of urea and alkylated
ureas [92]. For aqueous solutions of tetramethylurea the NMR measurements
show a dramatic slowing down of the water reorientation as the tetramethyl-
urea concentration is increased: at a TMU concentration of 2.5 m the average
reorientation is slowed down by a factor of 2. In contrast, in aqueous urea
the average reorientation time of the water molecules was observed to increase
only negligibly with increasing urea concentration. This is in agreement with
our results from chapter 7 which showed that urea does not affect the orienta-
tional dynamics of the majority of the water molecules. These findings support
the results from the present chapter, which show that the methyl groups of
tetramethylurea slow down the water reorientation.

It has been suggested by several researchers that two regimes can be dis-
tinguished as far as hydrophobic effects are concerned: the regime of a small
hydrophobic solute and that of a large hydrophobic particle or a plane sur-
face [18,99]. Small hydrophobic solutes can be accommodated by the hydrogen-
bond network of water without breaking hydrogen bonds, whereas an extended
hydrophobic surface can only be solvated if hydrogen bonds are sacrificed. The
notion that the hydrogen-bond network of water does not have to be perturbed
in order to solvate small hydrophobic particles corroborates the interpretation
of our results.

It is interesting to compare the number of immobilized water molecules
surrounding a methyl group with the size of its hydration sphere, as it follows
from neutron diffraction. Neutron diffraction data on methanol solutions in
water were reported by Soper and Finney [94]. By integrating the first peak
in the carbon-oxygen radial distribution function, these authors find that the
first solvation shell of the methyl group contains about 10 water molecules
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(20 OH groups). Let us assume that the solvation structure of the methyl
group of methanol is representative of that of a methyl group in general. Our
experiments show that only 4 OH groups are immobilized per methyl group,
which means that not all OH groups in the solvation shell of a methyl group
have the same configuration. Apparently, approximately 80% of the OH groups
in the hydration shell are in ‘open’ configurations that can be approached by
new hydrogen-bonding partners and therefore show bulk-like dynamics. Only
20% of the OH groups in the hydration shell represent immobilized OH groups;
these OH groups are in such close proximity to the methyl group that there is
no space for the creation of network defects.

8.4 CONCLUSIONS

We conclude by returning to the iceberg model of Frank and Evans. Our re-
sults provide a molecular picture of these icebergs: they consist of four strongly
immobilized water OH groups for every methyl group in solution. They are
the consequence of a decrease in the configurational space available to water
molecules around hydrophobic solutes. This notion also explains Frank and
Evans’ original observation of a decreased entropy upon the dissolution of hy-
drophobic compounds in water. The structure of the iceberg, however, is not
the ordered structure observed in ice, but it rather resembles the disordered
hydrogen-bond network of bulk water: the icebergs are ice-like from a dynami-
cal perspective but water-like as far as structure is concerned. This provides an
explanation for why hydrophobic icebergs were not previously observed using
structural methods.






9 STRONG SLOWING DOWN OF WATER
REORIENTATION IN MIXTURES OF
WATER AND TETRAMETHYLUREA

We use mid-infrared pump-probe spectroscopy to study the ultrafast dynamics of
HDO molecules in mixtures of tetramethylurea (TMU) and water. The composition
of the studied solutions ranges from pure water to an equimolar mixture of water and
TMU. We find that the vibrational relaxation of the OD-stretching vibration of HDO
proceeds via an intermediate level in which the molecule is more strongly hydrogen
bonded than in the ground state. As the TMU concentration is increased, the lifetime
of the excited state and of the intermediate increase from 1.8 ps to 5.2 ps and from
0.7 ps to 2.2 ps, respectively. The orientational relaxation data indicate that the
solutions contain two types of water molecules: bulk-like molecules that have the same
reorientation time constant as in the pure liquid (7ot = 2.5 ps) and molecules that are
strongly immobilized (7vot > 10 ps). The immobilized water molecules turn out to be
involved in the solvation of the methyl groups of the tetramethylurea molecule. The
fraction of immobilized water molecules grows with increasing TMU concentration,
reaching a limiting value of 60% at very high concentrations.

9.1 INTRODUCTION

Concentrated mixtures of water and amphiphilic molecules can have interesting
properties. For instance, in a neutron diffraction study it was shown that the
structure of a methanol-water mixture (molar ratio 7:3) is not homogeneous on
a molecular scale [23]. Instead, the mixing of the two components is incomplete
and the water is present as hydrogen-bonded clusters in a methanol matrix. Here
we study mixtures of an amphiphilic compound and water. As the amphiphilic
compound, we use tetramethylurea (TMU), which has the advantage that it
does not contain any hydroxyl groups that could overshadow the water response.

In this chapter we present measurements of the ultrafast dynamics of HDO
molecules in mixtures of water and tetramethylurea (TMU) spanning the full
concentration range: from pure water to nearly pure TMU. These experiments
form an extension to the previous chapter, in which TMU concentrations up to
10 mol/kg were studied. The measurements shed light on the gradual break-
down of the hydrogen-bond network of water, as it occurs when moving from
pure water, to water with impurities, and finally to an apolar matrix in which
water itself is present as the impurity.
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9.2 EXPERIMENTAL METHODS

Our samples consist of mixtures of TMU and water. Since we study mixtures
over a wide composition range, we do not use the TMU concentration to specify
the composition, but we rather use the symbol w, which represents the number
of TMU molecules present in the solution per water molecule,

[TMU]
[H20] -

w = (9.1)
To the water we have added 4% of heavy water (D20), and as a consequence 8%
of the water is present as HDO molecules. The low HDO concentration ensures
that no resonant intermolecular energy transfer occurs between different HDO
molecules. The thickness of our samples varies between 25 ym and 200 gm and
is chosen such that an optical density of ~1 is obtained. The sample cell consists
of two CaFy windows held apart by a teflon spacer of appropriate thickness.

9.3 RESULTS AND INTERPRETATION

9.3.1 LINEAR SPECTRA

Figure 9.1 displays the linear spectra of HDO in pure HoO and in two solutions of
TMU. The water-TMU background was subtracted from these spectra, so that
they only display the absorption due to the HDO molecules. The frequency
region shown corresponds to the absorption by the OD-stretching vibration. A
blueshift of the band is observed with increasing TMU concentration, which is
indicative of a decrease of the average hydrogen-bond strength in the network of
water molecules [71]. However, we note that very high concentrations are needed
to cause a significant weakening of the hydrogen-bond network: for the solution
with w = 0.2, corresponding to only five water molecules per TMU molecule,
only a small shift is observed. Apparently the hydrogen-bond network of water
can accommodate the TMU molecules without being significantly perturbed. A
considerable weakening of the hydrogen bonds only occurs for concentrations
that are so high that they prevent the formation of a connected network of
water molecules.

9.3.2 ISOTROPIC TRANSIENT SPECTRA

Figure 9.2 shows transient spectra for a TMU solution with w = 0.1. At short
delays (0.5 ps and 2 ps) we observe a transient spectrum that is typical of
the OD vibration of HDO: a decreased absorption around 2500 cm™! due to
the bleaching of the fundamental transition, and an induced absorption for
frequencies <2430 cm™! caused by the excited vibrational state. The spectrum
at 20 ps is the temperature-difference spectrum, the characteristics of which
have been described extensively in chapter 5.

In figure 9.3 we have plotted delay scans for different frequencies in the
transient spectrum of figure 9.2. The top and bottom panel show a bleach
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FIGURE 9.1. Linear spectra of HDO in H2O with different amounts of added tetra-
methylurea. The spectra are corrected for the HoO and TMU background so that
only the absorbtion due to the HDO molecule is visible. The solid line refers to the
spectrum corresponding to w = 0 (HDO in H20), the dashed line to w = 0.2 and the
dashed-dotted line to w = 1.
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FIGURE 9.2. Transient spectra (dots) of a solution of TMU in HDO/H20O correspond-
ing to w = 0.1 at delays of 0.5, 2 and 20 ps. The solid line represents a fit to the
relaxation model described in the text. The top panel shows the linear spectrum.
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F1cURE 9.3. Delay scans for a TMU solution corresponding to w = 0.1 at different
probe frequencies. The dots represent the experimental data points and the solid line
is the fit to the relaxation model described in the text.

and an induced absorption, respectively, that decay on a ~2 ps timescale. The
middle panel shows a delay scan at an intermediate frequency that displays
more complicated behavior. Here a competition is observed between a decaying
bleach and an ingrowing heating signal, which is a bleach at this frequency. The
fact that the signal turns over indicates that the heating is delayed with respect
to the relaxation of the OD vibration, as has been described in chapter 5 when
discussing the relaxation of HDO in pure water. However, this explanation does
not yet account for one aspect of the considered signal: the fact that the signal
rises temporarily above zero: an induced absorption cannot arise from the sum
of two contributions that both have the character of a bleach. We shall return
to this issue when discussing the relaxation mechanism of the OD vibration.

In order to describe the time-dependence of the transient spectra of HDO
in solutions of TMU, we turn to the mechanism that was used in chapter 5
for the relaxation of HDO in pure water. Here we will use a slightly modified
version of this mechanism, which is presented in figure 9.4. The first step
in the relaxation is the decay of the excited OD vibration to an intermediate
level. This transfer occurs with a rate constant ky (1/71). Subsequently the
intermediate level decays to the ground state (with a rate constant k. = 1/7.),
which is accompanied by thermalization of the vibrational energy. This leads to
a temperature rise and its effects are incorporated into the model by attributing
a different spectrum to the heated ground state (0’) than to the ground state
(0). A difference as compared to the mechanism from chapter 5 is that a distinct
spectrum is also assigned to the intermediate level. The spectra of the three
states are denoted by the symbols g1, 012, 04; and of;.
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FIGURE 9.4. Model used to describe the relaxation of the OD vibration of the HDO
molecule in aqueous TMU solutions. The excited state first decays to an intermediate
state that has a different spectrum than the ground state. The subsequent decay of
this level leads to thermalization of the vibrational energy and, as such, to heating of
the sample.

The absorption change that follows from this relaxation model is given by

Aa(w,t) = Ni(t)orz(w) = [N1(0) + Ni(t)] o1 (w) +
N (t)og (w) + No(t)ot (w),
= MN(t)own(w) +
[=N1(0) = N1 (t) + N (£) + No(®)] o1 (w) +
Aoy (w)N§(t) + Acgy (W) NG (t). (9.2)
where Ac{y; = o(; — 001 and Ao, = o, — oo1. The expressions for the

populations are the same as in chapter 5 (section 5.3). By substituting for
these populations we arrive at the following expression

Aa(w,t)/N1(0) = {o12(w) — 2001(w)} e kit 4
kl — k* A
/ k.t _ kit
Aam(w){k*_kle P —|—1}—|—
Aol (w) k_l G eik*t) . (9.3)
ke — k1

This expression consists of three terms. The first term represents the combined
bleaching of the fundamental transition and induced absorption of the excited
state; the second term represents the ingrowing heating signal; finally, the last
term is a correction for the fact that the intermediate state may have a spectrum
that is different from that of the ground state. In chapter 5 this term was
neglected because it was assumed that Aoy, = 0.

For each TMU solution a fit of equation 9.3 to the time-dependent transient
spectrum has been performed. Hereby the frequency-dependent cross-sections,
o12(w) — 2001 (w), Aol (w) and Aoy (w), were allowed to vary freely. Thus
each time-dependent transient spectrum is characterized by three cross-section
spectra and two rate constants (k1 and k). In figures 9.2 and 9.3 the solid lines
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6

FIGURE 9.5. Relaxation times of the OD vibration of HDO as a function of the
composition of the solution. The circles represent 7 and the triangles ..

show the resulting fit for the w = 0.1 solution. It can be seen that this relaxation
model provides an excellent description of the data. For the other solutions the
fits are of similar quality, indicating that the relaxation mechanism does not
change as the composition of the solution is varied. The two relaxation time
constants, however, do vary, and they both increase as the TMU concentration
is increased (figure 9.5); 7 increases from 1.8 ps to 5.2 ps and 7, increases
from 0.7 ps to 2.2 ps. This finding reflects the slowing down of the vibrational
relaxation of the HDO molecule upon truncation of the hydrogen-bond network
of water.

From the fit we obtain the time-dependent populations of the three levels
in the relaxation. We have plotted these populations in figure 9.6 for the w =
0.1 solution. We recognize the mono-exponentially decaying excited state and
the heated ground state that grows in biexponentially. The intermediate state
starts with no population at ¢t = 0, becomes populated up to a maximum, and
subsequently tracks the decay of the excited state. The population dynamics
are qualitatively similar for the other solutions.

Apart from the populations the fits also provide us with the spectral shapes
that correspond to these three populations. We have plotted these spectral
components in figure 9.7 for three TMU solutions. The spectral shape corre-
sponding to the excited state population resembles the transient spectrum at
short delay, as is to be expected from the fact that at these delays only the
excited state is populated. Similarly, the spectrum of the heated ground state
is identical to the transient spectrum at long delays. For the intermediate state,
however, we observe a spectrum that cannot be inferred directly from the data.
The spectral shape of Acg; shows that at all frequencies the intermediate state
has an increased absorption in comparison to the ground state. As far as the
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FIGURE 9.6. Populations of the three states in the relaxation model for the TMU
solution with w = 0.1. The solid line is the excited state population, the dashed line the

intermediate state population, and the dashed-dotted line represents the population
of the heated ground state.

heating spectrum is concerned, we note that its amplitude decreases relative
to that of the two other spectra as the TMU concentration is increased. This
is explained by the fact that the sample thickness was increased upon increas-
ing the TMU concentration, in order to maintain the same optical density by
HDO. Since the pump energy is thus spread over a larger volume, the resulting
temperature jump decreases in magnitude.

In chapter 5 the spectrum of the intermediate state was assumed to be the
same as that of the ground state. Indeed, we find that at low TMU concentra-
tions the transient spectra of the TMU solutions can very well be fit using only
the first two terms in equation 9.3. At high TMU concentrations, however, this
is no longer possible. The reason why two spectral components suffice at low
concentrations is that the heating signal can to some extent compensate for the
spectral component associated with the intermediate state. At high TMU con-
centrations the heating signal decreases in amplitude, so that it can no longer
play this role. The increased absorption of the intermediate level also explains
the overshoot to positive values observed in the delay scan in the middle panel
of figure 9.3. In fact, the overshoot unambiguously proves the necessity of intro-
ducing the intermediate-state spectrum into the relaxation model, and it rules
out the possibility that the spectrum is merely a fitting artifact.

We would like to stress that the increased absorption of the intermediate
state is likely to be a general feature of the relaxation pathway of the HDO
molecule, which is independent of the solvent (be it pure HoO or aqueous TMU).
The effect of the intermediate state is only more clearly observed for samples
in which the HDO molecules are effectively diluted, so that the thermal effect



122 MIXTURES OF WATER AND TETRAMETHYLUREA 9.3

50

-50

w=0

w = 0.04 -100

2400 2500 2600 2400 2500 2600 2400 2500 2600 2700
v (cm_l) v (cm_l) v (cm_l)

FIGURE 9.7. Decomposition of the transient spectra of TMU-solutions with w = 0,
w = 0.04 and w = 1 into the three spectral shapes that follow from the relaxation
model. The solid line represents the ground state bleach and excited state absorption.
The dashed line is the spectrum of the intermediate state, and the dashed-dotted line
corresponds to the heating spectrum.

is diminished. The reason that it is difficult to observe the effect for HDO in
pure HyO is that one cannot use thick samples because of the relatively strong
background absorption at ~2500 cm~! of the HyO solvent.

9.3.3 ANISOTROPY DYNAMICS

Using the results from the fit, we have corrected the raw data for the ingrowing
heating, and we have used the corrected signals to calculate the anisotropy. In
figure 9.8 we have plotted the anisotropy decays for a few TMU solutions of dif-
ferent composition. The probe frequencies correspond to the peak position of
the bleach. We observe biexponential decays with a fast decay time of ~2.5 ps
and a slow component that cannot be fully resolved but that has a time con-
stant >10 ps. The fast time constant does not show any significant variation
with solution composition (figure 9.9a); a slight increase is only observed for the
most concentrated solution. The value of 2.5 ps for this time constant is iden-
tical to the reorientation time of HDO in pure water (chapter 5). In figure 9.9b
we have plotted the amplitude of the slow component versus the solution com-
position. We observe a strong variation of the amplitude that is linear at low
concentrations (w < 0.05) and flattens at high concentrations. The data at
low concentrations is identical to the data that was presented in the previous
chapter.

As was explained in chapter 8, these observations indicate that in TMU so-
lutions a partitioning of water molecules occurs into two fractions. One fraction
is composed of bulk-like water molecules that display the same orientational dy-
namics as in the pure liquid; the other fraction consists of water molecules that
are strongly immobilized, in the sense that they display much slower orienta-
tional dynamics than the bulk water molecules. Here we observe that this par-
titioning persists over the entire concentration range. In chapter 8 it was shown
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FIGURE 9.8. Anisotropy decay of the OD vibration of HDO in TMU solutions of vary-

ing composition. For every solution the probe frequency corresponds to the maximum
of the bleach.

that the immobilized water molecules are to be associated with the solvation
shell of a TMU molecule. Consequently, the upper limit for the reorientation
time of these immobilized water molecules is given by the reorientation time of
the TMU solute. From the slope of the linear part of the graph in figure 9.9b
we calculate that every TMU molecule is responsible for the immobilization
of 15 + 2 water OH groups, which amounts to 4 OH groups per TMU methyl
group. At high concentrations the solvation shells of different TMU molecules
overlap, which explains the deviation from linear behavior observed at these
concentrations. At very high concentrations saturation is observed at a value of
the anisotropy of 0.25, from which we conclude that 60% of all water molecules
are immobilized in these solutions.

In figure 9.10 we compare the anisotropy decay on the red side of the spec-
trum with that on the blue side for two solutions: one with a low TMU concen-
tration and one with a high concentration. For the low TMU concentration we
see practically no difference between the anisotropy decays on the red and blue
side of the spectrum. This observation is in agreement with the results for HDO
in pure water from chapter 5, which showed no dependence of the anisotropy
decay on the probe wavelength. For the concentrated solution corresponding to
w = 1, however, we observe that the anisotropy decays faster on the blue side of
the spectrum than on the red side. This spectral dependence of the anisotropy
reflects the heterogeneity in the local environments of water molecules, that
apparently occurs in highly concentrated solutions of TMU.
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FIGURE 9.9. a) Time constant of the fast component in the anisotropy decay of the
OD vibration of HDO as a function of the composition of the solution. The probe
frequencies correspond to the center of the absorption bands. b) Amplitude of the slow
component in the anisotropy decay as a function of the composition of the solution
(same probe frequencies as above). The inset shows the same graph with the x-axis
expanded. The solid line represents a linear fit to the first four points.

9.4 DISCUSSION

We have shown that the relaxation of the OD vibration of HDO proceeds
through an intermediate level that has an increased absorption relative to the
ground state. It is reasonable to assume that the intermediate state is a state
in which a low-frequency mode is excited and that this excitation affects the
frequency and cross-section of the ground-state spectrum of the OD vibration
via an anharmonic interaction. The spectral shape of Ao, shows an increased
absorption in the center and on the red side of the spectrum. A possible ex-
planation for this observation could be that the vibrational relaxation of the
OD vibration leads to the excitation of the hydrogen-bond stretching vibra-
tion. The excitation of this low-frequency vibration results in a broadening of
the hydrogen-bond length distribution. Because the cross-section of the OD
vibration increases strongly when the hydrogen-bond strength increases (and
therefore when moving to the low-frequency side of the spectrum), this broad-
ening will primarily lead to an increase in the spectral intensity on the red side
of the spectrum.

The results of the anisotropy measurements point to the presence of strongly
immobilized water molecules in the solvation shell of the TMU solute. In the
previous chapter it was explained that this immobilization is to be attributed
to the hydrophobic methyl groups. Water reorientation occurs through a mech-
anism that involves the concerted breaking of a hydrogen bond and its reforma-
tion with a new partner [56]. For this to occur a water molecule has to adopt a
temporary fivefold coordination, which can be interpreted as the formation of
a defect in the tetrahedral hydrogen-bond network of water. It is the formation
of these network defects that constitutes the rate-limiting step in water reori-
entation. Bulky methyl groups prevent the formation of such defects in their
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FIGURE 9.10. Dependence of the anisotropy decay on the probe frequency for TMU
solutions with w = 0.04 (a) and w = 1 (b). The solid lines are fits of monoexponentials
with an offset. The top panels display the transient spectra, below which the probe
frequencies are marked using the symbols from the lower panel.

vicinity and, as such, they slow down water reorientation. A dramatic illustra-
tion of the immobilizing action of methyl groups is provided by comparing the
present results to the results from chapter 7 on aqueous urea. In chapter 7 it was
shown that water reorientation remained essentially unaffected by the presence
of extremely high concentrations of urea (up to 12 mol/kg). Only one water OH
group per urea molecule was slowed down in its reorientation. When the polar
NH groups of urea are substituted by methyl groups, however, the molecule
TMU is obtained, which immobilizes no less than 15 water OH groups.

At high TMU concentrations the anisotropy becomes dependent on the
probe frequency, decaying faster on the blue side of the spectrum than on the red
side (figure 9.10b). This observation points to the existence of structures in the
hydrogen-bond network that are relatively long-lived and do not interconvert
on a 10 ps timescale. Below we investigate the nature of these structures.

At high TMU concentrations the amplitude of the slow component in the
anisotropy displays an asymptotic behavior as a function of the TMU concen-
tration. The fact that the limiting value is practically reached at a composition
of w = 0.2 suggests that beyond this concentration the average environment
of a water molecule no longer changes with increasing TMU concentration. A
priori one can envision two possibilities for the structure of these solutions,
which contain an excess volume of TMU: either the water is present as iso-
lated water molecules, hydrogen bonded to TMU, or it is present as clusters
of water molecules. Let us consider the first possibility and see whether it can
explain the observed anisotropy dynamics. Water molecules that are present
as isolated molecules are likely to have one OH group that is hydrogen bonded
to TMU and another that is dangling in a hydrophobic environment. In this
situation the slow component in the reorientation would be the consequence
of the hydrogen-bonded OH groups and the fast component would be caused
by the unbound OH groups. However, since a carbonyl group can only bind
two water molecules, it is difficult to understand how this behavior can already
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set in at a composition of w = 0.2, corresponding to five water molecules per
TMU molecule. Therefore, the option that the water is present as water clusters
seems more plausible. This structure accounts for the fact that the environment
of a water molecule remains the same beyond a certain TMU concentration.
Moreover, molecular dynamics simulations have shown that water indeed forms
clusters in hydrophobic cavities [106]. The immobilization of water molecules
in these clusters is likely to proceed through a mechanism that resembles the
mechanism in dilute TMU solutions. That is, the immobilized OH groups are
located in the vicinity of the methyl groups and cannot be approached by a new
hydrogen-bonding partner; water molecules in the interior of the cluster are
responsible for the fast reorientation because of their ability to become fivefold
coordinated [56]. However, there is another type of OH group that we need to
consider. Due to the finite size of a cluster not all water molecules can form
four hydrogen bonds, so that there will also be unbound OH groups, which are
mobile. We conclude that at high TMU concentration the mobile OH fraction
contains both hydrogen bonded OH groups and unbound OH groups. The un-
bound OH groups absorb on the blue side of the spectrum; as a consequence
the mobile fraction is largest in this frequency region, resulting in a lower end
level in the anisotropy (figure 9.10b).

9.5 (CONCLUSIONS

We studied the vibrational relaxation and orientational dynamics of HDO mole-
cules in aqueous solutions of tetramethylurea (TMU), the composition of which
varied from pure water to an equimolar mixture of water and TMU. The vi-
brational relaxation of the OD vibration of HDO was found to proceed via an
intermediate level in which the HDO molecule is more strongly hydrogen bonded
than in the ground state. This aspect of the intermediate level is likely to also
apply for HDO in pure water, but it was not previously observed because the
effect was always obscured by a strong heating signal. When increasing the
TMU concentration the lifetimes of the excited state and of the intermediate
state increase from 1.8 ps to 5.2 ps and 0.7 ps to 2.2 ps, respectively.

By studying the orientational dynamics we discovered that the water mole-
cules in these solutions are partitioned into two fractions: one fraction displays
bulk-like dynamics and reorients with the same time constant as in the bulk
liquid (7yot = 2.5 ps); the other fraction is immobilized and displays much
slower orientational dynamics (7ot >10 ps). The immobilized fraction turns
out to be part of the hydrophobic hydration shell of the TMU molecule, and
we found that at low concentrations every TMU molecule immobilizes 15 + 2
water OH groups. The immobilization of water molecules is the consequence
of a steric effect in which the methyl groups hinder the formation of network
defects in the hydrogen-bond network of water; since these network defects are
known to catalyze the reorientation of water molecules, their absence explains
the observed immobilization. At high TMU concentrations the structure of the
solution becomes heterogeneous with the water molecules present in the form
of clusters in the TMU matrix.



10 DESTABILIZATION OF THE
HYDROGEN-BOND STRUCTURE OF
WATER BY THE OSMOLYTE
TRIMETHYLAMINE-N-OXIDE

Osmolytes are small organic molecules that can dramatically affect protein stability.
We use mid-infrared pump-probe spectroscopy to investigate the effects of a num-
ber of osmolytes on the structural dynamics of water. Our measurements show that
one of these osmolytes, trimethylamine-N-oxide (TMAQ), has the unique property
of increasing the mobility of water molecules, indicating that TMAO reorganizes the
hydrogen-bond network of water in a special way. In addition we find that the effects
of TMAO and N-methylacetamide (which forms a model for the protein backbone) are
non-additive. From these observations we construct a consistent picture of the stabi-
lizing effect of TMAQ on proteins, in which solvent reorganization plays an important
role.

10.1 INTRODUCTION

Water plays a key role in the folding of proteins. The aqueous solvent inter-
acts with protein functional groups and aids in stabilizing the protein’s folded
state, thereby allowing this state to become the thermodynamically stable con-
formation. One can vary the properties of the aqueous solvent by adding small
organic molecules to it, commonly known as osmolytes, and doing so dramat-
ically affects the structure, function and stability of dissolved proteins [114].
Certain osmolytes, such as urea, cause proteins to unfold, whereas others, such
as trimethylamine N-oxide (TMAO), actually stabilize the folded conformation.
An ongoing controversy exists as to whether osmolytes influence protein stabil-
ity by directly binding to the protein or by an indirect mechanism in which
osmolytes modify the structure of the aqueous solvent, which in turn has its
effect on the protein.

There are a number of mechanisms through which the aqueous solvent can
affect the structure and stability of proteins. For one, water molecules can in-
teract directly with polar amino acid residues through the formation of hydro-
gen bonds. Some water molecules may even form bridges between two amino
acid residues which, in the primary structure, are separated by many other
residues, thereby holding together different parts of the protein. Another way
in which water stabilizes the native state of proteins is through the hydropho-
bic effect [64]. This effect forms a major driving force in the folding of globular
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proteins, being responsible for the burial of hydrophobic groups in the protein
core. These examples illustrate the intricate involvement of the solvent in the
folding of proteins; it is hardly surprising that modifying the properties of the
solvent, for example by the addition of osmolytes, greatly affects the stability
of proteins.

The detailed mechanism by which osmolytes stabilize or destabilize pro-
teins has not yet been elucidated and both direct and indirect modes of action
may at be play [5,10,80,87,103,116]. Considerable insight into the interac-
tion of osmolytes with proteins has been provided by thermodynamic measure-
ments [86,101,110,117]. These experiments have demonstrated that the struc-
tural unit acted upon by osmolytes (either directly or indirectly) is the protein
backbone rather than the amino acid side chains. Since all proteins have the
backbone in common, this explains why the effect of osmolytes is universal, in
the sense that proteins whose structures differ are, nevertheless, affected in a
similar way. However, although a great deal of information can be obtained from
thermodynamic data, these measurements cannot reveal the molecular mecha-
nism that underlies a given favorable or unfavorable interaction. Therefore one
needs to resort to methods that can directly probe molecular interactions and
dynamics.

Different osmolytes are thought to interact with the protein backbone
through different mechanisms. Urea, for example, has a favorable interaction
with the backbone, which is taken as evidence for the direct binding of the
osmolyte to the amide unit [110,117]. TMAO, on the other hand, has been
shown to interact unfavorably with the protein backbone and the osmolyte is
actually observed to be depleted from the protein surface [5,19,67,110]. This
shows that there cannot be a direct interaction between TMAQO and the protein
backbone, so that a yet unknown indirect mechanism must be at play. In this
chapter we investigate the nature of that mechanism by studying the effect of
TMAO on the structural dynamics of water and we compare it to the effect of
other osmolytes.

10.2 EXPERIMENTAL

In order to quantify the effect of osmolytes on the structural dynamics of water,
we use polarization-resolved mid-infrared pump-probe spectroscopy to monitor
the mobility of water molecules in osmolyte solutions. The samples consist of
various osmolytes (urea, TMAQO, N-methylacetamide, proline and tetramethy-
lurea) dissolved in isotopically diluted water (8% HDO in HoO). The setup used
in the experiments was described in chapter 2.

10.3 RESULTS AND DISCUSSION

Figure 10.1 displays the transient absorption changes that are observed in a 4 m
solution of proline in water. The isotropic signal decays on a 2 ps timescale,
which is typical for the vibrational energy relaxation of the OD vibration of
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FIGURE 10.1. a) Absorption changes for a 4 m solution of proline in isotopically
diluted H2O. The solid line represent the parallel and perpendicular signals. The
dotted line is the isotropic signal. The probe frequency corresponds to the center of
the OD absorption band (2500 cm ™). b) Anisotropy decay computed on the basis of
the signals shown in a).

HDO (chapter 5). The residual bleaching observed at long delays is the effect
of heating, as was described in the previous chapters. The raw signals have
been corrected for these effects, using the procedure from chapter 9. We have
calculated the anisotropy on the basis of these corrected signals. Figure 10.1b
shows the anisotropy decay that corresponds to the raw data in figure 10.1a.
This curve exhibits a biexponential decay with a fast time constant of ~2.5 ps
and a slow component >10 ps.

In chapter 8 it was shown that the biexponential decay is due to the two
types of water molecules that are present in aqueous solutions of amphiphilic
molecules. The fast component originates from the bulk water molecules in the
proline solution, as was concluded from the fact that the time constant of ~2.5 ps
is identical to the value observed in pure water. The slow component, on the
other hand, stems from the water molecules that solvate the hydrophobic groups
of the proline molecules. This was confirmed by the fact that the amplitude of
this component scales linearly with the proline concentration. Since the water
molecules in the solvation shell reorient on a significantly slower time scale than
the bulk water molecules, these are referred to as immobilized water molecules.

It is noted that the fraction of water molecules immobilized by a certain
osmolyte does not appear to hold any relation with the effect of the osmolyte
on proteins. This point is illustrated by the three osmolytes urea, tetramethy-
lurea (TMU), and TMAO. Urea and TMU are both strong protein denaturants,
whereas TMAO stabilizes proteins. However, when we consider the number of
OH groups immobilized per osmolyte molecule, we arrive at 1 for urea (chap-
ter 7), 15 for TMU and 12 for TMAO (chapter 8). This example suggests that,
if we wish to relate protein stability to the structure of water, we should focus
on the mobile water fraction rather than on the immobilized fraction.

A remarkable feature of the measurement shown in figure 10.1b is that the
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FI1GURE 10.2. Logarithmic plots of the fast component in the anisotropy for two NMA
solutions (a) and for two TMAO solutions (b).

mobile water fraction has the same reorientation time as in pure water. In a
4 m solution of proline practically all water molecules are in direct contact with
at least one proline molecule. A priori one would expect that at such a high
concentration all water molecules are affected in their dynamics, and not only
those that are directly involved in the solvation of the apolar groups of the
proline molecule. However, we see that in this solution, as far the orientational
dynamics are concerned, the mobile water fraction is virtually indistinguishable
from pure water.

This behavior is not unique to proline but is observed for other osmolytes as
well. We have exemplified this in figure 10.2a where we compare the anisotropy
decays of two solutions of N-methylacetamide (NMA) of different concentra-
tions. The plot shows the decay of the fast component in the anisotropy, the
amplitude of which has been normalized to unity. The fast component was ob-
tained by fitting an exponential function with an offset to the anisotropy and
subsequently subtracting the resulting offset from the data. We note that the
data have been plotted on a logarithmic scale. The figure clearly demonstrates
that the fast component decays exponentially and that it is unaffected by the
NMA concentration. When we dissolve TMAO in water, however, we arrive
at a completely different situation, as can be seen in figure 10.2b. For this os-
molyte we observe that the bulk water fraction reorients faster as the osmolyte
concentration is increased.

Figure 10.3 shows the reorientation times of the bulk-like water fraction for a
large number of osmolyte solutions at varying concentrations. These osmolytes
include TMAO, the denaturants urea and tetramethylurea (TMU), the amino
acid proline, and NMA. We see that except for TMAOQO, the fast component is
not affected by the presence of the osmolyte.

In a next experiment we have studied the effect of the simultaneous presence
of TMAO and N-methylacetamide (NMA) on the reorientation rate of water
molecules. The relevance of this experiment lies in the fact that NMA forms a
model for the amide groups contained in the protein backbone. In fact, NMA
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FIGURE 10.3. Reorientation time constants of the bulk-like water fraction for differ-
ent osmolytes solutions at varying osmolyte concentrations: tetramethylurea (TMU),
urea, N-methylacetamide (NMA), proline and trimethylamine N-oxide (TMAO).

constitutes a better model for the protein backbone than do free amino acids
since these are generally present as zwitter ions. Figure 10.4 summarizes the
results of the experiment. The figure displays the reorientation time of the
mobile water fraction for solutions containing 6 m TMAO in addition to varying
concentrations of NMA. We observe that adding NMA to a solution that already
contains TMAO leads to a further increase in the orientational mobility. This is
very surprising, especially considering the fact that NMA alone has no effect on
the reorientation rate of the mobile water fraction. If the effects on TMAO and
NMA were additive, we would have observed the average of these two effects,
which would have led to an increase in the reorientation time when increasing
the NMA concentration. However, we observe a decrease in the reorientation
time upon adding NMA.

For pure water it has been shown that the orientational mobility is related
to the presence of network defects in the hydrogen-bond network of water, in
particular five-fold coordinated water molecules [56,88]. This finding indicates
that the increased mobility of water molecules in a TMAO solution should be
attributed to the presence of a high concentration of defects, probably caused by
the poor fitting of TMAO in the hydrogen-bond network. The further increase
in mobility when NMA is added to a TMAO solution indicates that the simul-
taneous, nearby presence of amide groups and TMAO in the hydrogen-bond
network leads to an even higher concentration of network defects.

The observation of a non-additive effect of TMAO and NMA on the orienta-
tional dynamics of water provides important information about the mechanism
by which TMAO stabilizes the folded conformation of proteins. When a protein
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FIGURE 10.4. Reorientation time constant of the bulk-like water fraction versus the
NMA concentration for a solution containing only NMA (open squares) and for a
solution that contains NMA in addition to 6 m TMAO (solid circles).

folds, amide groups are screened from the aqueous solution, thereby lowering
the effective concentration of amide groups in the solution. On the basis of the
results of figure 10.4 we expect this to lead to a lowering of the concentration
of defects in the hydrogen-bond network. The driving force for protein folding
thus appears to be the decrease in the number of defects in the hydrogen-bond
network of the solvent. We note that this driving force does not exist when
TMAO is not present in the solution. We observed that dissolving only NMA
in water does not affect the orientational mobility of the water molecules, indi-
cating that in the absence of TMAO amide groups can be well accommodated
by the hydrogen-bond network of water. Apparently, TMAQO forces a structure
upon liquid water that poorly accommodates amide groups. This notion also
explains why TMAO is depleted from the protein surface: a configuration in
which TMAO is well separated from the amide units leads to a lower concen-
tration of network defects.

As was suggested above, the increased number of network defects in a TMAO
solution probably results from the fact that this solute cannot be well accommo-
dated by the hydrogen-bond network of water. A possible explanation for this
may be found in the three lone pairs of the oxygen atom of TMAO (figure 8.1b).
These allow the oxygen atom to accept three hydrogen bonds, contrary to the
two hydrogen bonds that can be accepted by the oxygen atom of water. It is rea-
sonable to assume that oxygen atoms that can accept more than two hydrogen
bonds will disrupt the tetrahedral hydrogen-bond network of water.

Besides TMAO other osmolytes exist that stabilize proteins, for instance
the sugars sucrose and trehalose. Our results suggest that the mode of action
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of these osmolytes may also involve the restructuring of the aqueous solvent in
such a way that the solvation of amide groups is hampered. The restructuring
mechanism, however, will probably be different as the molecular structure of
the osmolytes differs.

10.4 CONCLUSIONS

We have presented measurements of the effects of TMAO and other osmolytes on
the orientational dynamics of water. The hydrophobic groups of the osmolytes
are respounsible for the immobilization of a fraction of the water molecules (701 >
10 ps). For most osmolytes the mobile fraction displays the same reorientation
time constant as pure water (7ot = 2.5 ps). TMAO exhibits the unique property
of speeding up the orientational dynamics of the mobile water fraction. This
is probably due to the poor fitting of TMAO in the hydrogen-bond network of
water. We further observe a non-additive effect of TMAO and NMA (which
forms a model for the protein backbone) on the orientational dynamics of the
mobile water fraction. This non-additivity provides insight into the mechanism
by which TMAO stabilizes the folded conformation of proteins. TMAO appears
to modify the hydrogen-bonding structure of water in such a way that solvation
of the protein backbone becomes energetically unfavorable, thereby providing
an additional driving force for proteins to fold.
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SUMMARY

The hydrogen bond is a structural element that is encountered everywhere in
living nature: for instance, it holds together the two strands of DNA; it is
responsible for the formation of a-helices and (-sheets in proteins; and, it
leads to the strong attraction between water molecules in the liquid phase.
In this thesis we describe spectroscopic experiments that probe the ultrafast
motion of hydrogen-bonded molecules; in most of the experiments the inves-
tigated molecules are water molecules. The experimental technique we use is
polarization-resolved femtosecond mid-infrared pump-probe spectroscopy. This
technique employs two ultrashort laser pulses (i.e. ~100 fs): an intense pump
pulse to excite the vibrations of a significant fraction of the molecules in the
sample; and a weak delayed probe pulse that monitors the state of the system
after excitation. By performing the experiment with a combination of different
pump and probe polarizations, one can obtain information about the rotational
motion of the vibrationally excited molecules.

As a first experiment we studied the dynamics of hydrogen-bonded com-
plexes of phenol-d and acetone which were dissolved in chloroform. We probed
the OD vibration of phenol and found its lifetime to be strongly affected by
hydrogen bonding: it varies from 11 ps, for phenol molecules that are weakly
hydrogen bonded to the solvent, to 1 ps, for phenol that is strongly hydrogen
bonded to acetone. The hydrogen bond also affects the orientational motion of
the OD group. For monomeric phenol molecules the reorientation time is 3.7 ps;
when phenol is strongly hydrogen-bonded to acetone, the reorientation time in-
creases dramatically, to >30 ps, indicating that the reorientation is severely
hindered by the hydrogen bond.

Water reorientation cannot be studied in the (isotopically) pure liquid be-
cause of a number of experimental complications. The approach is therefore to
monitor the orientational dynamics of partly deuterated water molecules (HDO)
that are introduced at low concentration into either normal water (H20) or
heavy water (D20). In the former system one probes the dynamics of the OD
vibration, while in the latter system the OH vibration is probed. The vibra-
tional relaxation of the two systems is qualitatively similar: the energy of the
OH/OD-stretching vibration is first transferred to an intermediate state; the
second step in the relaxation is the decay of this level, which is accompanied
by the thermalization of the vibrational energy. For HDO in HO the lifetime
of the OD vibration is 1.8 ps and that of the intermediate state is 0.9 ps. For
the OH vibration the respective values are 0.7 ps and 0.6 ps. The relatively
long lifetime of the OD vibration makes this vibration particularly well suited
to probe the orientational dynamics of water. The reorientation time of HDO
molecules in HoO is 2.5 ps. This time constant is independent of the probe
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frequency.

For HDO in heavy water (D30) we identified a process that can affect the
measured anisotropy decay. It turns out that the relaxation of the OH vibration
leads to a temporary increase in the rotational mobility of the HDO molecule.
If this effect is left uncorrected, it can severely distort the measured anisotropy.
To avoid any complications, we have used the OD-stretching vibration of the
HDO/H50 system for the remaining experiments, in which we investigated the
effects of added solutes on the orientational dynamics of water.

Concentrated aqueous solutions of urea are potent protein denaturants; the
physical mechanism underlying this process, however, has not yet been eluci-
dated. There are essentially two viewpoints: the first states that urea modifies
the structure of water, which in turn leads to protein denaturation (indirect
mechanism); the second viewpoint presumes the existence of direct interactions
between urea and protein functional groups. To shed light on this issue, we
studied the orientational dynamics of water molecules in aqueous solutions of
urea. Surprisingly, we observed that even very high concentrations of urea (up
to 8 M) do not affect the reorientation time constant of the majority of the
water molecules (7yot= 2.5 ps). An explanation for this observation may be
that urea fits well into the hydrogen-bond network of water as it can form up to
eight hydrogen bonds with water. A small part of the water molecules, however,
were strongly slowed down in their orientational dynamics (730t >10 ps). These
water molecules are likely to be bound to urea by two hydrogen bonds. As for
protein denaturation our results point in the direction of the direct mechanism
since urea does not seem to modify the structure of water.

In a next experiment we restricted the hydrogen-bonding capabilities of urea.
For this purpose a derivative of urea, tetramethylurea (TMU), was used, in
which the polar NH groups are substituted by hydrophobic methyl groups. We
found that, unlike urea, TMU has a dramatic effect on the orientational dynam-
ics of the water molecules. The water molecules in a TMU solution are parti-
tioned into two fractions. One fraction displays the same orientational dynamics
as pure water (7yot = 2.5 ps). The other fraction, on the other hand, is strongly
immobilized and displays much slower orientational dynamics (7y0t >10 ps).
This partitioning persists for mixtures that contain an excess volume fraction
of TMU. The water in these mixtures is probably present as clusters, and up to
60% of all water molecules are immobilized. At low concentrations the immo-
bilized water fraction increases linearly with the TMU concentration, showing
that the immobilized water molecules are part of the TMU solvation shell. For
every TMU molecule there are 15£2 immobilized water molecules. The methyl
groups are the groups that cause the immobilization, as was confirmed by re-
peating the experiment with solutes containing a different number of methyl
groups. We observed a linear scaling between the number of immobilized water
OH groups and the number of methyl groups in the solute: every methyl group
is responsible for the immobilization of approximately 4 water OH groups.

The immobilization of water by hydrophobic groups can be understood by
considering the recently published reorientation mechanism of liquid water [56].
According to this mechanism, water reorientation proceeds through the for-
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mation of bifurcated hydrogen bonds, which provide a low-energy route for
reorientation. For a bifurcated hydrogen bond to form, a water molecule must,
however, temporarily attain a fivefold coordination. This suggests that water
immobilization in the vicinity of apolar groups results from a steric effect, in
which the hydrophobic group prevents a new water molecule from approaching
a tetrahedrally coordinated water molecule, thereby hampering reorientation.

The experiments described here shed new light on an old theory regarding
the solvation of hydrophobic compounds by water. According to this theory
from the 1940s, due to Henry Frank and Marjorie Evans, apolar chemical groups
are surrounded by an ice-like layer of water molecules; this layer is named
an iceberg. Our experiments provide a molecular picture of these icebergs,
showing that they consist of four immobilized water OH groups per methyl
group. The hydrogen-bonding structure of the immobilized water molecules,
however, resembles that of liquid water; the strong hydrogen bonds encountered
in real ice are absent.

Certain small organic molecules, named osmolytes, can affect the struc-
ture and stability of proteins. We found that the stabilizing osmolyte
trimethylamine-N-oxide (TMAO) exhibits the unique property of speeding
up the orientational dynamics of the mobile water fraction. This is probably
due to the poor fitting of TMAO in the hydrogen-bond network of water.
We further observed a non-additive effect of TMAO and N-methylacetamide
(NMA) on the orientational dynamics of the mobile water fraction; NMA is
a molecule often used as a model for the protein backbone. The observed
non-additivity provides insight into the mechanism by which TMAO stabilizes
the folded conformation of proteins. TMAO appears to modify the hydrogen-
bonding structure of water in such a way that solvation of the protein backbone
becomes energetically unfavorable, thereby providing a driving force for proteins
to fold.






SAMENVATTING

Water en leven zijn onlosmakelijk met elkaar verbonden. De talrijke
biochemische reacties die ons in leven houden voltrekken zich alleen
in water: van de verbranding van glucose tot aan de replicatie van
DNA. Bij deze processen is een actieve rol weggelegd voor water.
Watermoleculen nemen bijvoorbeeld de energie op die vrijkomt bij
chemische reacties en voeren deze efficiént weg. Ook kunnen reac-
tieproducten gestabiliseerd worden door specifieke wisselwerkingen
met watermoleculen. Om dit soort processen beter te begrijpen is
het van belang te weten hoe watermoleculen in de vloeistoffase bewe-
gen. Deze bewegingen blijken zich onvoorstelbaar snel te voltrekken,
op tijdschalen van een miljoenste van een miljoenste van een seconde.
Hoe weten we dit eigenlijk? Wat voor experimentele technieken zijn
nodig om dit soort snelle bewegingen te meten? En als we dan pre-
cies kunnen meten hoe snel watermoleculen draaien, welke vragen
kunnen we hiermee beantwoorden? Over dit soort zaken gaat het
onderzoek dat ik in dit proefschrift heb beschreven.

SCHERP IN BEELD Het bestuderen van bewegende watermoleculen is te verge-
lijken met het fotograferen van een race-auto: de auto komt alleen scherp in
beeld als de sluitertijd kort is. De bewegingen van watermoleculen zijn echter
zo snel dat een gewone sluiter niet volstaat. Om de watermoleculen toch scherp
te krijgen gebruiken we ultrakorte laserpulsen. Deze duren slechts een tiende
picoseconde. Een picoseconde is een miljoenste van een miljoenste van een
seconde (10712 s). Tijdens de korte ‘belichtingstijd’ van een tiende picoseconde
hebben de watermoleculen praktisch geen tijd om te bewegen.

Figuur 1 toont een schets van onze experimentele opstelling. De techniek die
we gebruiken staat bekend als pomp-probe spectroscopie. Het principe achter
deze techniek is eenvoudig. Er zijn twee infrarode lichtpulsen: een pomp- en
een probepuls. De pomppuls brengt eerst de watermoleculen in trilling. Vervol-
gens kijken we met de probepuls hoe de trillingen uitdoven en de aangeslagen
watermoleculen terugkeren naar hun evenwichtstoestand. Uit deze metingen is
af te leiden hoe snel de watermoleculen draaien.

De relaxatie van de watermoleculen (d.w.z. het uitdoven van de trillingen)
duurt enkele picoseconden. Om deze relaxatie te kunnen volgen moet het tijds-
verschil tussen de pomp- en de probepuls van dezelfde orde van grootte zijn.
Zo’n onvoorstelbaar kort tijdsverschil realiseren we door gebruik te maken van
de lichtsnelheid. De probepuls is in feite een zwakke reflectie van de pomppuls
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en kan worden vertraagd door het licht langs een omweg te sturen. Omdat
de lichtsnelheid driehonderd duizend kilometer per uur bedraagt, moeten we
voor een vertraging van 1 ps het probelicht 0.3 mm omleiden. De meting wordt
herhaald voor een serie tijdsvertragingen tussen de pomp- en probepuls. Zo kun-
nen we als het ware een filmpje reconstrueren van bewegende watermoleculen.
Terug naar de vergelijking met de race-auto. Je zou kunnen zeggen dat we na
ieder rondje om de racebaan een foto nemen. Hierbij laten we de tijd tussen het
moment dat de startlijn gepasseerd wordt en het moment dat de foto genomen
wordt steeds iets toenemen. Wanneer we alle foto’s achter elkaar leggen kun-
nen we ons een idee vormen van de beweging van de race-auto, ook al zijn de
afzonderlijke foto’s statische opnames.

HALFZWAAR WATER Het experiment is eigenlijk iets ingewikkelder dan hier-
boven werd geschetst. De samples die wij bestuderen bestaan uit water (H2O)
waaraan een paar procent zwaar water (D20) is toegevoegd. Hierdoor ontstaan
‘halfzware’ watermoleculen (HDO). Deze HDO moleculen bevatten één gewoon
waterstofatoom (H) en één zwaar waterstofatoom (D). Chemisch zijn HDO
moleculen identiek aan gewone watermoleculen, maar ze hebben het voordeel
dat hun rotaties met ultrasnelle spectroscopie gevolgd kunnen worden.

Figuur 2a toont het infrarood absorptiespectrum van ons sample. Infrarood
licht heeft de juiste frequentie om de vibraties van moleculen aan te slaan. We
zien in het spectrum een aantal pieken. Deze corresponderen allemaal met
welgedefinieerde vibraties van de HoO en HDO moleculen. In ons experiment
zoomen we in op de piek die specifiek is voor HDO moleculen: de resonantie bij
2500 cm~!. Deze is toe te schrijven aan de vibratie van de OD groep van het
HDO molecuul.

De golflengte van de pomppuls is precies afgestemd op deze resonantie. Ab-
sorptie van de pomppuls door het sample leidt er dan ook toe dat de OD vi-
bratie aangeslagen wordt. Met de probepuls kunnen we deze vibrerende HDO
moleculen detecteren. Dit is te danken aan het feit dat de aangeslagen HDO
moleculen licht van een lagere frequentie absorberen (rond 2300 cm~!) dan niet
aangeslagen HDO moleculen (figuur 2b). Het spectrum van het geéxciteerde
sample vertoont hierdoor een extra piek. De absorptieverandering die optreedt
na excitatie (we noemen dit het pomp-probe signaal) is evenredig met het aan-
tal aangeslagen HDO moleculen. Door deze absoptieverandering te meten als
functie van de tijd tussen de pomp- en de probepuls kunnen we de levensduur
van de OD vibratie bepalen (figuur 2c). Deze levensduur blijkt slechts 1.8 ps te
bedragen.

TRILLINGSRICHTING Om tenslotte de rotatie bewegingen van de HDO
moleculen te kunnen volgen moeten we nog één element toevoegen aan het ex-
periment. Dit is de trillingsrichting, ofwel polarisatie, van de twee lichtpulsen.
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FIGUUR 1. Pomp-probe opstelling. Het licht is hier weergegeven als bundels, maar in
feite is er sprake van lichtpulsen.
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FIGUUR 2. (a) Het infrarood spectrum van HDO vertoont een resonantie bij 2500 cm ™
als gevolg van de vibratie van de OD-groep van het molecuul. (b) Aangeslagen HDO
moleculen kunnen we waarnemen in het spectrum doordat deze moleculen een lagere
resonantiefrequentie hebben dan moleculen in de niet aangeslagen toestand. (c) Door
de absorptieverandering bij 2300 cm ™! te meten als functie van de tijd tussen de twee
pulsen kunnen we de levensduur van de OD-vibratie bepalen.
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De grootte van het pomp-probe signaal hangt namelijk af van de relatieve
polarisaties van de pomp- en probepuls. Juist uit deze athankelijkheid kunnen
we afleiden hoe snel HDO moleculen bewegen. Het mechanisme dat hierachter
schuilgaat wordt uitgelegd in figuur 3. De kans om een OD groep aan te slaan is
het grootst als deze in de richting van de pomppolarisatie ligt; OD groepen die
loodrecht op deze richting staan kunnen niet worden aangeslagen. Het gevolg
hiervan is dat de populatie van aangeslagen OD groepen een voorkeursrichting
heeft. Deze OD groepen wijzen min of meer in de richting van de pomppo-
larisatie (figuur 3a). Voor de absorptie van het probelicht door aangeslagen
HDO moleculen geldt eenzelfde principe: de sterkste absorptie van probelicht
treedt op wanneer de probe gepolariseerd is in de richting waarlangs de meeste
aangeslagen OD groepen liggen. Het resultaat hiervan is dat het pomp-probe
signaal op zijn sterkst is als de pomp- en probepuls parallel gepolariseerd zijn,
terwijl het op zijn zwakst is wanneer de polarisaties onderling loodrecht zijn
(figuur 3b).

De aangeslagen HDO moleculen bewegen echter en verliezen zo geleidelijk
hun voorkeursrichting. Hierdoor gaan de twee signalen in figuur 3b steeds meer
op elkaar lijken wanneer de tijd tussen de pomp- en de probepuls toeneemt.
De snelheid waarmee dit gebeurt is afhankelijk van de karakteristieke bewe-
gingstijd (reoriéntatietijd) van de HDO moleculen. Dit biedt ons een manier
om deze reoriéntatietijd bepalen. We voeren het experiment namelijk tweemaal
uit, éénmaal met parallelle en éénmaal met loodrechte pomp- en probepola-
risaties. Daarbij kijken we naar het (relatieve) verschil tussen de twee metingen.
Dit is de anisotropie en de snelheid waarmee deze grootheid vervalt vertelt
ons hoe snel HDO moleculen roteren. De vervalsconstante van de anisotropie
geeft rechtstreeks de reoriéntatietijd van de HDO moleculen. Met deze me-
thode hebben we kunnen bepalen dat watermoleculen (eigenlijk zijn dit HDO
moleculen) een reoriéntatietijd hebben van 2.5 ps.

[JSBERGEN De hierboven beschreven experimentele techniek heeft centraal
gestaan tijdens mijn promotie. Om je een indruk te geven van de toepasbaarheid
van deze techniek, beschrijf ik hieronder één van de onderzoeken die ik heb uit-
gevoerd. Dat onderzoek gaat over water en olie. Iedereen weet dat water en
olie niet mengen. Wat minder bekend is, is dat dit verschijnsel ten grondslag
ligt aan tal van biologische processen, waaronder de vorming van celmembra-
nen, het vouwen van eiwitten en de werking van bepaalde medicijnen. Bij al
deze processen speelt de wisselwerking tussen water en olieachtige moleculen
(ook wel hydrofobe of apolaire moleculen genaamd) een belangrijke rol. Een
essentiéle vraag hierbij is hoe watermoleculen zich gedragen in de buurt van een
hydrofoob molecuul.

Er bestaat al zo'n zestig jaar onenigheid over de structuur van water rond
opgeloste apolaire moleculen. Een inmiddels beroemde theorie uit de jaren
veertig van de vorige eeuw van de Amerikaanse onderzoekers Henry Frank en
Marjorie Evans stelt dat apolaire moleculen omringd worden door een ijsachtige
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laag van watermoleculen. Frank en Evans gaven de ijsachtige laag de tot de ver-
beelding sprekende naam ‘ijsberg’. Echter, experimenten zoals infrarood spec-
troscopie en neutronendiffractie laten een volstrekt ander beeld zien. Volgens
deze experimenten merkt het water namelijk helemaal niets van een hydrofoob
molecuul: de structuur valt niet te onderscheiden van die van zuiver water en
lijkt al helemaal niet op die van ijs!

IMMOBIEL WATER Wat is er nu echt aan de hand met de watermoleculen
rondom opgeloste apolaire moleculen? Om dit uit te zoeken hebben we de
reoriéntatie van watermoleculen in dit soort oplossingen bestudeerd. Het idee
hierachter is dat, indien hydrofobe ijsbergen werkelijk bestaan, dit van invloed
moet zijn op de beweeglijkheid van de watermoleculen. Immers, in gewoon water
kunnen watermoleculen heel snel bewegen terwijl ze in ijs vrijwel stilstaan.

Voor het experiment hebben we samples gebruikt bestaande uit water (met
HDO!) waarin stoffen met een gedeeltelijk hydrofoob karakter waren opgelost.
De structuurformules van de gebruikte moleculen zijn weergegeven in figuur 4a.
Deze vier moleculen bevatten naast hydrofobe methylgroepen (CHs-groepen)
ook hydrofiele, d.w.z. waterminnende groepen, omdat ze anders nauwelijks in
water zouden oplossen. Dit soort moleculen met zowel hydrofobe als hydrofiele
groepen worden amfifiel genoemd.

De reoriéntatie van de watermoleculen in deze oplossingen hebben we
bepaald volgens de methode die hierboven voor puur water werd beschreven.
Uit de metingen volgt dat er twee soorten watermoleculen in de oplossin-
gen voorkomen (figuur 4b): watermoleculen die snel reoriénteren — de re-
oriéntatietijd is gelijk aan de waarde in zuiver water (2.5 ps) — en ‘immobiele’
watermoleculen, die veel trager reoriénteren (reoriéntatietijd langer dan 10 ps).
De aanwezigheid van traag bewegende watermoleculen doet denken aan de hier-
boven genoemde ijsbergen.

We blijven nu nog met één vraag: is de waargenomen immobilisatie werke-
lijk het gevolg van de hydrofobe groepen? Of zouden de hydrofiele groepen
ook een rol spelen? Om deze vraag te beantwoorden hebben we voor elk
van de stoffen uit figuur 4a het aantal watermoleculen bepaald dat per am-
fifiel molecuul geimmobiliseerd wordt. Dit aantal blijkt precies te schalen met
het aantal methylgroepen in het amfifiele molecuul (figuur 4c)! Dit bewijst
dat de immobilisatie van de watermoleculen echt het gevolg is van de hydro-
fobe groepen. Het bijzondere aan onze techniek is dat we het precieze aantal
geimmobiliseerde watermoleculen kunnen bepalen: rondom iedere methylgroep
bevinden zich ongeveer twee immobiele watermoleculen.

OPEN STRUCTUUR Ongze experimenten laten zien dat apolaire moleculen om-
ringd worden door een aantal langzaam bewegende watermoleculen. Je zou
kunnen zeggen dat dit de ijsachtige laag is die voorspeld werd door Frank en
Evans. Maar hoe zit het met al die andere experimenten, die zeggen dat de
structuur van het omringende water helemaal niet ijsachtig is? De sleutel blijkt
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FI1GUUR 3. (a) De pomp puls slaat voornamelijk HDO moleculen aan waarvan de OD
groep in de richting van de pomp polarisatie ligt (blauwe pijl). (b) Hierdoor is het
signaal bij parallelle polarisaties (groene lijn) aanvankelijk groter dan bij loodrechte
polarisaties van de pulsen (rode lijn). (c) De anisotropie is het relatieve verschil
tussen de twee signalen. Het verval van deze grootheid komt door de rotatie van de
watermoleculen.

te liggen in de bijzondere structuur van vloeibaar water. Water is namelijk
geen normale vloeistof waarin de moleculen dicht op elkaar gepakt zitten, maar
bestaat uit een open netwerk van watermoleculen, bij elkaar gehouden door
waterstofbruggen. Dit netwerk bevat relatief veel holtes. Opgeloste hydrofobe
moleculen gaan bij voorkeur in deze holtes zitten. Hierbij verstoren ze de struc-
tuur van waterstofbruggen van het water niet. Wel hebben watermoleculen in de
buurt van zo’n opgevulde holte minder ruimte om te draaien, wat de langzame
reoriéntatie van deze watermoleculen verklaart. Het gaat dus uiteindelijk alle-
maal om het verschil tussen structuur en dynamica: hydrofobe ijsbergen hebben
de trage dynamica van ijs maar de waterstofbrugstructuur van vloeibaar water.

CoNCLUSIE Ik heb hier een korte schets proberen te geven van het onderzoek
waar dit proefschrift over gaat. De experimenten over water en olie vormen
hier een belangrijk deel van. De resultaten van deze experimenten zijn niet
alleen vanuit fysisch oogpunt interessant. De afstoting die heerst tussen water
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FIGUUR 4. (a) Structuurformules van de amfifiele moleculen die in het experiment
gebruikt zijn. (b) We hebben het anisotropieverval van watermoleculen bepaald in
een viertal oplossingen van dezelfde concentratie (5 mol per liter). In zuiver water
is de reoriéntatietijd van watermoleculen 2.5 ps zoals op te maken is uit het feit dat
dit de tijdsconstante is waarmee de anisotropie vervalt. In de vier oplossingen komen
twee soorten watermoleculen voor: snel draaiende moleculen en langzaam draaiende
moleculen. De langzaam roterende moleculen zorgen ervoor dat de anisotropie slechts
gedeeltelijk vervalt tot een plateau. De hoogte van het plateau geeft het percentage
immobiele watermoleculen. (c) Aantal immobiele watermoleculen per amfifiel mole-
cuul uitgezet tegen het aantal methylgroepen in het molecuul. Proline bevat geen
methylgroepen. Om het molecuul toch een plaats te geven in de grafiek hebben we
gekeken naar het aantal CH-groepen. Dit zijn er 7 wat zou overeenkomen met 2.3
methylgroepen.

en olie drijft namelijk tal van biologische processen, waaronder het vouwen van
eiwitten en andere biomoleculen. Begrip van de moleculaire oorsprong van deze
afstoting kan daarom inzicht bieden in de manier waarop water de ruimtelijke
vorm van eiwitten en DNA bepaalt.
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